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Letter from the Editor-in-Chief

David Lomet
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Letter from the Special Issue Editor

Data management is a very nice area: research is well madivat real world problems and techniques devel-
oped are used to make software systems better. In fact,sbaneh area really grew out of application needs of
data management in financial systems, inventory manageetentn the 60’s and early 70’s.

The information technology innovations (computer haradyaoftware, networking, data management sys-
tems, the Internet, World Wide Web, etc.) in the last two desais causing a fundamental change in almost
all things we do, all spectrum of life, and all corners of mwdsocieties. As computer scientists, we are now
used to phrases such adigital YYY” (YYY being library, governmentclassroom health care—a new phase
I learned in China this summer and translated here, ...) ed@¥Z” (ZZZ being mail, tailer, sciencebook ...).
However,all things isnot well here There are manpewchallenges arising from the real world software sys-
tems and applications, as suggested by some keywordsezkfenin this year's SIGMOD/VLDB/ICDE/EDBT
session titles: “security” and “privacy”, “entity resolom”, “information extraction”, “data” on “modern hard-
ware”, “provenance”, “uncertainty”, “social networkingmobility”, “data quality”, “meta data”, etc. In this
special issue, | would like to take a few minutes of your timgd on a tour of aot-so-newarea but didden
treasure “business process management” or “BPM”.

Roughly speaking, bBusiness process a collection of activities and services assembled t@gdthaccom-
plish a business goal (admitting a student, visiting dofmoran illness, reimbursing a business trip, granting
a construction permit, establishing a law, ...). BPM retershe management and support for a collection of
inter-related business processes, often within an orgtaiz (government agency, real estate agency, hospital,
institute, university, ...). This includes the managenudrdll necessary resources (e.g., human) to ensure suc-
cessful execution of all business processes, handlingoafptional cases, making needed changes for a range of
reasons such as market competition, compliance to new lagvgsegulations, incorporation of new technology,
and better management of resources. Clearly thisseraoldproblem!

What | am really speaking of is a new twist: when BPM meets Ik Bvailability of electronic storage,
computer network, and advanced software developmenbptasfis turning paper into digital documents and
business processes into workflows (i.e., business pracasded by software systems). The BPM market (re-
lated to computer software) has already exceeded therbdlatlar mark. As a consequence, many management
functionality now relies on software support. This is whérimgs don’t work very well. BPM practitioners
today are facing enormous difficulties in many aspects dagtofoundlack of technology related to IT.

The workflow concept is not new, definitely not to the databem@mmunity. Traditional business pro-
cess/workflow models focus mostly on the “control flow” agpéc applications, the documents or data going
through the workflow often play a vital role in determining ether the workflow would run correctly, effec-
tively, and even efficiently. It's only natural that the adavorkflow/BPM is embracing a significant shift from
control flow-centric todata-centricworkflow design and specification. Data-centricity is iestmg and new.

It has two facets. First, conceptual models data-aware workflovelevate the data being manipulated by the
workflows to the same level of prominence as given to contooV fh traditional models. Second, the topic of
workflow as datas emerging in recent studies on scientific workflow and bessrapplications. A key issue is

to easily represent, store, and query both workflow schema&xecutions (or enactments).

I am happy to present this special issue on the interplaydmtvwdata and processes in the context of BPM.
These papers are authored by experts in the area and fodusendpicsdata-centric workflow mode($Cohn
and Hull], [Abiteboul, Segoufin, and Vianu], and [van der #taMans, and Russellljjuerying workflow models
([Dumas, Garcia-Bafuelos, and Dijkmanet] and [DeutahMiio]), anddata and processdfDayal, Wilkinson,
Simitsis, and Castellanos], [zur Muehlen], and [Truong Brustdar]). They can be a good starting point for
your exploration but do not represent a comprehensive guivine field. | hope you will enjoy this issue.

Jianwen Su
University of California, Santa Barbara



Business Artifacts: A Data-centric Approach to Modeling
Business Operations and Processes

David Cohn and Richard Hull
IBM T.J. Watson Research Laboratory
Hawthorne, New York, USA
{dcohn, hul | }@is. i bm com

Abstract

Traditional approaches to business process modeling andfleav are based on activity flows (with
data often an afterthought) or documents (with processftenaan afterthought). In contrast, an emerg-
ing approach usefousiness) artifactgthat combine data and process in an holistic manner as tisicha
building block. These correspond to key business entitlégshaevolve as they pass through the busi-
ness’s operation. This short paper motivates the approaghjeys research and its applications, and
discusses how principles and techniques from database geament research can further develop the
artifact-centric paradigm.

1 Introduction

The importance of effective Business Process Manageméhljincreases as the needs for better insight, un-
derstanding and efficiency for business operations inesedslassically, most BPM frameworks (e.g., [LRS02,
vdAtHKBO03]) have used meta-modélsentered on activity-flows, with the data manipulated bgéherocesses
seen as second-class citizens. Another approach [GM0&$émsoon the documents that track the business oper-
ations, with the process meta-model typically impoversheor both, associated requirements, business rules,
and business intelligence are based on conceptual metalsnmaly loosely connected to the base model. This
disparity adds substantial conceptual complexity to n@odébusiness operations and processes, making them
hard to understand. This paper focuses lmsinesy artifacts, rather than activity-flows or documents. Arti-
facts combine both data aspects and process aspects inlista humit, and serve as the basic building blocks
from which models of business operations and processe®astragcted. The approach enables a natural mod-
ularity and componentization of business operations anginglevels of abstraction. The paper motivates the
approach, surveys research and applications, and highighys that philosophic underpinnings and selected
techniques from database management research can fustderelopment.

Copyright 2009 IEEE. Personal use of this material is petedit However, permission to reprint/republish this makfor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must beinbd from the IEEE.
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Following the tradition of UML and related frameworks, weetbe terms ‘meta-model’ and ‘model’ for concepts that thaloase
and workflow research literature refer to as ‘model’ and &soh’, respectively.
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Artifacts are business-relevant objects that are creat@dyed, and (typically) archived as they pass through
a business. The artifact type includes bothifiormation modeffor data about the business objects during
their lifetime, and difecycle model describing the possible ways and timings that tasks camimked on
these objects. A prototypical artifactAgr Courier Packagewhose information model would include slots for
package ID, sender, recipient, arrival times, deliveryetimnd billing information. The lifecycle model would
include the multiple ways that the package could be delivemred paid for. Artifacts define a useful way to
understand and track business operations, such as theiw#bat the package has passed through and its
arrival times, as typically provided to customers.

Since 2003, IBM Research has been developing meta-modethpds, tools, user-centric paradigms, and
other technologies in support of the artifact-centric daga [NC03, KNI03, SNK"08, CDI"08, SSRMO07,
Hul08]. The methods and tools have been successfully apliearious settings [B05, BCKT07, CT09].

Three key lessons have been learned from the work to date:

1. The artifact-centric approach enables rich, naturalmamcation among diverse stakeholders about the
operations and processes of a business, in ways that gdlout based and document-based approaches
have not. This has measurably reduced the time and stafeddeddo business transformations, and
enabled unexpected new capabilities.

2. The artifact-centric models, even though expressed iayethat business-level people can understand, are
actionable i.e., they can be mapped to execution-level models imph¢aiée with tools like IBM’s Web-
Sphere Process Server [Fer01], and can serve as an orggfumimdation for related BPM capabilities,
such as business rules, the development of web screensiqudéeformers, and business intelligence.

3. There is a compelling opportunity for research into nwusraspects of the artifact-centric approach.
From a core Computer Science perspective, artifacts peawidiell-motivated framework that combines
data and process in a manageable way; this combination feams lamely missing from research on
databases and knowledge representation, that has foargetlon data aspects, and also from research
on programming langauges, software engineering, work#éow, verification, that has focused largely on
process aspects. Specific areas for exploration includeeptmal modeling (and, in particular, declara-
tive meta-models), design methods, user-centric aspg&tems issues, integrity constraints, views and
foundations. Core philosophic perspectives and techsifjeen database (and management information
science) research can make substantial contributiongstfield.

The following sections discuss each of these points in metaild

2 Enabling understanding and communication

This section outlines the artifact-centric approach to etiod business operations, contrasts it with Entity-
Relationship modeling in databases, and highlights hoacitifates stakeholder communication.

As detailed in [C09], IBM Research has applied the artifact-centric parmadig a problem faced by IBM
Global Financing (IGF), which operates in more than 50 coemtand annually finances over $40 billion in
IT. After 25 years of organic growth, IGF’s global operasowere essentially in country “silos”, each with
different procedures. IGF needed operations based on algit@mdard with disciplined regional variations, that
streamlined operations and allowed the business to expafwtus from large-scale loans to include moderately-
sized deals. IGF had tried to do so using traditional tealesg(e.g., process decomposition, Lean and Six
Sigma), but was not succeeding.

IBM Research, working closely with IGF subject matter expeapplied the artifact method to create a
high-level model of the IGF operations. This model is foclisa three business artifacts:

e Deal: The activity around evaluating a client request, negaiipterms and conditions, signing the con-
tract, issuing invoices for the assets to be financed, acHitig payments and completion.
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e Supplier Invoice: The purchase and shipping of the asset(s) to the clientidoaj.

e Asset: The individual hardware asset(s) when accepted from thplieuptitled to IGF, delivered to the
client, used by the client, and finally sold or disposed.

Figure 1 shows an informal, high-level repre-
Cred Faation. A?g;’ﬁ_;‘ﬁﬁ'g, sentation of the information and lifecycle models of
Terms & Conditions elne the Deal artifact. The information model has slots

AN AN - - P
C ot O for mform_atlon _gathered as a Dee_ll artn‘aq mstgnce
K - evolves, including customer details (credit ratings,

P etc.), types(s) of asset(s), terms and conditions, spe-
Ceary 00D cific hardware asset(s) acquired, and payment his-
Lifecycle Model S tory. The lifecycle model shows the key business-
. @f@ @@%«;&5" 3557 5 o relevant states through which a Deal passes, with
RV S 2% Qo«b“” & transition edges corresponding to tasks performed
LI .. [ [ [-] I . | by specialists. The solid transition edges corre-
‘] ] : ﬂ spond to the “sunny day” state sequence from Cre-
mwmﬁﬁfmm’ ated to multiple Draft versions, through Offered,
nfo_info st proposals info Hhistory Signed, multiple loops through Active, and, finally,
Information Model .
Completed. The dashed edges show additional po-
Figure 1:High-level specification of Deal artifact tential transitions, some going to additional states.

The artifact information model starts out largely
empty, and over the life of the artifact, its attributes atediin (or overwritten). The first task in a Deal’'s
Active state creates corresponding Supplier Invoice aattifnstance(s); and when each physical asset is ac-
cepted by IGF, an Asset artifact instance is created. Monemgdly, in the state-based approach to artifacts,
instances interact through message passing as they imartsittween states. The artifact-based business oper-
ations model is being used by IGF to manage operations atgbotfal and local levels. (The full Deal artifact
type has about 100 attributes and 70 states.) IGF plans doaig their top-level operations around this model
and expects significant efficiency gains.

There are parallels between the artifact approach to besiogerations modeling and the Entity Relation-
ship (ER) approach [Che76] to modeling the data managed usiadss. Both are systematic approaches that
use a small set of natural and intuitive constructs. Furtheriscussed in Section 3), business artifact speci-
fications areactionable in the same way that ER diagrams are actionable, i.e. thafiga¢ion can be used to
automatically generate an executable system. There isteasbbetween how information is typically clustered
in artifacts vs. in database schema design and documentger@eat systems. With database schemas, there
is a tendency to break data into fairly small “chunks”. ERsdxhtechniques use separate entity types and their
relationships; normal forms from relational database théoeak data apart to avoid update anomolies. This is
valuable when data is used by a variety of applications. |&rity, document management systems often focus
on the company’s literal document types rather than on tnglesiconceptual entity which multiple document
types together represent. In contrast, an artifact infionamodel clusters the various kinds of data which
correspond to the stages in the business entity’s lifecycle

Clustering data based on a dynamic entity that moves thraumisiness’s operations, rather than pieces of
its lifecycle, makes a profound difference. As demonstiatethe IGF and other examples, it enables strong
communication between a business’s stakeholders in waysrtditional approaches do not. Experience has
shown that once the key artifacts are identified, even at larpnary level, they become the basis of a stake-
holder vocabulary. Artifacts enable communication aldmgé dimensions, which we illustrate using the Deal
artifact. Along the lifecycle dimension, stakeholders vihocus on one part of a lifecyle, say the Draft state, are
better equipped to communicate with stakeholders focuseghother part, say the Active state. All are talking
about the same overall artifact and can confidently disctisbudes that are shared or produced in one part of



the lifecycle and consumed in another. Across the variatdimension, IGF stakeholders from multiple ge-
ographies could understand similarities and differeneta/den their respective operations by comparing them
to the commonly held artifact model. Communication betwstakeholders at different management levels is
enhanced because the artifact approach naturally lerdistdsa hierarchical perspective. For example, the Deal
artifact shown in Figure 1 is easily understood by execstiaad a drill down is useful to stakeholders managing
the detailed operations.

3 An actionable framework

The artifact-centric framework is actionable along two ditsions. An artifact model expressed in business-
level terms can be automatically mapped onto a workflow engircreate a deployed system. Such a model can
also be the basis for attaching a variety of traditional BRidabilities.

There are currently three working implementations of thatésbased) artifact meta-model, each with a dif-
ferent purpose. Two are elements of the tooling associattdtie Business Entity Lifecycle Analysis (BELA)
capability pattern[SNK*08], that is part of IBM’'s Service Oriented Modeling and Aiteleture (SOMA)
method. BELA's FastPath tool lets artifact model desigrearomatically generate a running model during
the design process. It provides a full system shell andmnetiry versions of performer web screens. Designers
and executives can step through different scenarios, géeww the artifact model behaves. The second BELA
tool can map an artifact model into a workflow that runs on IBMlebSphere Process Server [Fer01]. This has
been used to deploy business processes that operate atigensasde, with 100s of simultaneous users. The
third implementation is the experimental Siena prototypBI[*08, F.F09], that uses a direct architecture. The
artifact model is represented as an XML document and exatigiperformed essentially by a direct interpreta-
tion of the XML. This system has been used for rapid protatgpéxercises involving small- and medium-size
applications, and is available to universities for teaghand research.

As noted, a business artifact is a blend of data and processKey business-relevant dynamic entity that
captures its end-to-end journey. As aresult, businedaediare a natural basis for many BPM suite capabilities.
For example, [Lin07] describes a tool for using businesssekpressed in OMG’s SBVR standard [Obj08] with
artifacts. The work shows that the vocabulary provided Iifaats is natural for specifying business rules, and
shows how the rules can be mapped into the system to guideséaglencing and prevent rule violations. In
the area of web screens for performers, [SMS09] describesthe basic artifact structure is the basis for
automated implementation of the screens for carrying ositless process tasks. A key enabler here is that the
artifact model can includ€RUD (Create-Read-Update-Delete) permissions in terms déetrtattributes. The
rights of performers in a given role can depend on the atsfatate. Business artifacts also provide a natural
basis for Key Performance Indicator (KPI) specification nitmring, and response, because they correspond to
the business-relevant entities the KPIs measure. Citfiidr07] describes how an artifact-centric model for
a supply chain application was used for sense-and-respamitaring and dashboarding. To summarize, the
artifact-centric approach lets many BPM suite capabdlitie based on a single model at both conceptual and
implementation levels, rather than on several diverseejuin@l models.

4 Research challenges

The combination of data and process provided by the busiadgact approach raises interesting research
issues ranging from conceptual modeling and design, tesstssues, to foundations. The artifact abstraction
provides a vehicle for understanding the interplay betwadsga and process in ways not supported by previous
Computer Science abstractions. For example, artifactmip#ine study of how a broad class of data evolves
over time, providing structure and opportunity for apgiica of old techniques and development of new ones.
This section highlights challenges that may be of particimerest to the database community. Another survey



of research opportunities is [Hul08].

A central research challenge is to understand the basidibgiblocks and alternatives for artifact-centric
meta-models. In some ways, this is analogous to resea@bhemantic data models in the 70’s and 80’s [HK87].
Central to this investigation is the diversity of peopledived in designing and specifying business operations,
ranging from executives to business architects, businealysis, and subject matter experts, and finally to
business solution designers. Typically, solution desigra@e comfortable with detailed artifact models, but
the others often prefer high-level requirements, busingles, and scenarios. The relationship between these
two levels of specification is analogous to that between séimdata models (including the ER model) and
the relational model in database management. Importaris dnegie include formal mechanisms to specify
requirements, rules and scenarios, and to map and tracditiksito detailed artifact models.

To date, work on the artifact-centric method and artifactasmodels, and also related work [BDWO7,
RDtHIO9], has used a variant of finite state machines to $pdiéecycles. Recent theoretical work (e.g.,
[BGH*07, DHPVO00, BHS09)), is exploring declarative approactwespecifying the artifact lifecycles follow-
ing an event-condition-action and/or condition-actioylest The ProjectArtiFact™ team at IBM Research is
developing a first practical artifact-centric meta-modehg these lines. The meta-model will incorporate par-
allelism of human-performed tasks and explicit hierarahyhie lifecycle specification. Declarative approaches
promise to enable succinct specification of variations Wwiniay arise across differing geographies or customer
categories. Also, they may enable the development of nhellpprspectives or views on an artifact model or
portions of it, which would be useful to executives and scfajeatter experts. Finally, a declarative approach has
already shown itself to be promising as a basis for verificatif artifact model properties [BGH7, DHPVO0Q].

Other variations in the meta-model also merit study, iniclgdhe underlying data meta-model (e.g., XML-
based or ontology-based [BDWOQ7]), task models (e.g., CRufbrimation only, BPEL specifications, or pre-
and post-conditions as in semantic web services), andiaisocof tasks to artifacts (e.g., design time as is the
tradition, or dynamically at run time). An intriguing ditzn is to use Active XML [ABMO08] as a basis for
supporting artifacts, as in [ABGMO09].

Similar to database management, the artifact-centricomgprenables separation of logical vs. physical con-
cerns. While an artifact's information model may clusterltiple kinds of data and permit users to query and
manipulate instances as a unit, they may be physically¢t@eeoss multiple databases. Further, different parts
of an artifact lifecycle might be carried out by differengrpaps legacy, applications or systems. Finally, as
discussed in [NC03, ABGMOQ9], it may be beneficial to viewfaudt instances as traveling between organiza-
tions, either conceptually or physically. Against this kground of modeling choices, several systems issues
need to be addressed. Because of the possibilities of glapaticessing and interactions between artifact in-
stances, concurrency control must be provided. The irgtgrpl materialized and virtual data raises traditional
problems of fast access, query processing across divetaesolarces, and maintaining consistency across re-
dundant copies of data, but in a structured context. If amgig large scale deployments, it is useful to study
techniques that follow the intended semantics of a dedarattifact model, but enable optimizations according
to resource availability. Initial work towards such a framoek, reminiscent of the use of the relational algebra
as an optimization level under SQL, is reported in [BHS09].

A fundamental and largely unexplored area for artifactdctviheceived considerable attention in relational
databases, is the constellation of design principles aegdyritly constraints. What is the analog for artifacts of
the relational notion of update anomalies and normal foend,the dependencies used to study them? As noted,
normal forms tend to disaggregate data, whereas artifactsueage clustering of data around an organization’s
underlying dynamic entities. Citation [LBWQ7] developsalgorithm that analyzes the input-output properties
of different tasks, in order to recommend how data shouldilistered to form the key artifacts. It is natural to
think in terms of integrity constraints that address thelwian of artifacts; work on dynamic constraints and
evolution in the relational model (e.g., [AV89]) can prowid useful starting point. Naturally arising classes of
temporal constraints for artifacts may come from part of 8®@bj08]

Another unexplored area for artifactsviews This is important, for example, when an artifact-centriodal
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is used to represent the activity of arteroperation hulthat facilitates the choreography of multiple business
processes. [HNNOQ9]. Conference management sites like(eslyand ConfTool are such hubs although they
are not (currently) artifact-centric. In these applicatipstakeholders have access to varying views of the overall
system which restrict data and behavioral capabilitiegation [HNNO9] develops a notion of view for state-
based artifacts, including projection and selection onrifemation model, and a form @ondensationf states

for the lifecycle model; an analog for declarative life@gkremains open. More generally, basic properties such
as the interplay of views and integrity constraints, anddi@ing queries and modification requests against
views into the base model remain largely unexplored.

Research into foundations underlying the artifact modeitian early stage. Studies of static analysis for
state-based artifacts include [GS07, KLWO08], and thoselémlarative lifecycles are in [BGH)7, DHPVO0O].
Citation [FHS09] presents a first study of synthesizing aetive artifact models, and [CGHSO09] presents a
preliminary investigation into dominance and relative reggive power of such models. Extension of these di-
rections and development of a theory of constraints andsvievihe context of dynamic behavior, are promising
challenges that call for techniques from database theaoite fnodel theory, and temporal and other logics.
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Modeling and Verifying Active XML Artifacts *

Serge Abiteboul Luc Segoufin Victor Vianu
INRIA Saclay & LSV - ENS Cachan, France INRIA & LSV - ENS Cachan, France  U.C. San Diego, USA

1 Introduction

Shared evolving data is central to an increasing range oflhuaativities. In response to the need for comput-
erized support of such activities, the notionkafsiness artifachas been proposed at IBM as a model of such
evolving data [1]. The model captures both the flow of contwadrkflow) of the application and the evolution
of the relevant data (data cycle); see [2] for a brief sur¥eythe same spirit, we propose a new artifact model
building upon Active XML (AXML for short), an extension of XMwith embedded service calls [3]. The
services are hosted by autonomous peers that evolve amadnby exchanging XML data. We claim that this
can provide the foundation for an appealing artifact modembining the advantages of semistructured data
and of the Web service paradigm. With the model in place, wesider the verification of data-intensive ap-
plications, which is particularly critical for such systemue to their vulnerability to costly bugs. Despite the
expressiveness of the model, we show that verification nesn@dssible under reasonable restrictions.

Workflow and database systems are two essential softwarpamnts that often have difficulties interoper-
ating. Data-centric workflow systems are meant to integrateontrol aspect of workflows with the underlying
data. They allow managing data evolution by tasks with cempkequencing constraints as encountered for in-
stance in scientific workflow systems, information manufeiny systems, e-government, e-business or health-
care systems. One can distinguish two main approaches ifidvining the database and workflow components.
One consists in starting from a workflow approach, enrichiingith data, e.g., by explicitly introducing state
variables and specifying how they may evolve. The seconchasipes data placed at the center of the speci-
fication, but enriches it with means of controlling how it Bxs. There is no fundamental separation between
these two kinds of approaches but more a bias coming fromentheremphasis is placed. However, when an
emphasis is placed on the data (as we do here), one tend$dpgeelarative specifications based on constraints
on the evolution rather than control-based specifications.

We follow here a data-centric workflow approach where bota dad tasks, but also the “actors” (humans,
processes, systems) are captured by AXaftifacts [4]. The basis of this work is thus the Active XML model.
AXML documents [3, 5] are XML documents with embedded fumsticalls realized as Web service calls.
Observe that the central notion is a document, so data, btttk model also involves computation, i.e., Web
services. A main issue in the AXML technology is “when is a VEebvice call” evaluated. In query processing,
a call may be activated because its result may impact thé ifsaiquery; this is in the spirit of recursive query
processing. A call may also be activated bacause some evemtred, as in active databases. In the present
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work, we want activation to be guided by the logic of the agatibn, e.g. by some workflow constraints. In
particular, we want to be able to specify some particulausaqgings of the Web service calls inside a document.

An example of AXML documents is shown in Figure 3. FunctisarehouseOrders used to obtain the
parts from a warehouse. FunctideliveryOrderis used to start the delivery process. It is likely that thetam
will delay the activation of this second function until aftee computer has been built. On the other hand, the
parts should be obtained from the warehouse before theroatieh starts.

The calls in an AXML document may be activated from insidee (drtifact as client) and then receive
answers in push or pull mode. Calls may also be activated fatside (the artifact as server). Rules are used
to specify the logic of functions declaratively [6]. We usgls documents to represent artifacts. In the spirit of
[7, 1], an AXML document represents a process that evolveisnia. A function call may be seen as a request
to carry out a subtask whose result may lead to a change efistiie document.

An Active XML system specifies a set of interacting AXML docents. In such a system, there is an
important distinction between internal and external smwi An internal service is a service that is completely
specified within the system whereas an external one caphiszactions with other services or with users. One
important goal is to statically analyze the behavior of sagbtems, which is especially challenging because
the presence of data induces infinitely many states. Wergligsthis aspect by mentioning some work on the
verification of restricted centralized AXML systems [6]. 3% results can be easily transferred to distributed
systems of AXML artifacts.

In this paper, we briefly present the AXML artifact model [$ection 2). We also mention some work on
data-centric verification from [6] (Section 3). The lastts@t provides brief conclusions.

2 The AXML Artifact model

Artifacts present several facets that, in our opinion, &hdwe captured by an artifact model. An artifact is an
objectwith a universal identity (e.g., URI). Itstateis self-describing (e.g., XML data) so that it may be easily
transmitted or archived. An artifact may host other art§ams components, yielding a hierarchy of artifacts.
At the physical level, each artifact at the root of the hielngris hosted by a peer. During its life cycle, an
artifact is created, evolves in time, migrates among hosts, hibernate and be reactivated, or dies according to
a logic that is specified declaratively. Bgolutionmay be constrained to obey some laws, e.giogkflow An
artifactinteractswith the rest of the world via function calls (e.g., Web seed) both as a server and a client. An
artifact provides for communications, storage and proogdsr the artifacts it hosts. As in scientific workflows,
an artifact has distory including time and provenance information that may be medrand queried. These
requirements have been in part motivated by [8].

To illustrate, consider a simplified view of the Dell manutaing system [9] (Figure 1). When a new Web
order arriveq1), a newwebOrderartifact is created and creates a subartifact that is semttedit servicg2).
Once credit has been approved, the subartifact returnetwebOrderbut now its state contains all the credit
data. A plant is then selected and the artifact moves to taat (8). It initiates a new subartifact for gathering
parts, that is sent to a warehouse and another local arfdacommunications with the customeét). Once
the product has been built, the artifact is sent to a deligeryice(5). Finally, once the Web order has been
completed, the artifact moves to an archive where it is dtaea text-based XML serialization that includes
all the information it has gathered during its life cy¢®. (Subartifacts may also be archived separately.) The
Dell example can be naturally modeled in AXML. See Figure Zmehthe tree is represented using an XML
syntax (a text-based serialization of the tree). The fighoevs part of avebOrderartifact immediately after it
enters the plant. ThereditApprovalelement denotes a subartifact (the one that has been peddagthe bank).
The functions?warehouseOrdeand ?comm will be activated next in order to create therehouseOrdeand
communicatiorsubartifacts that will then work concurrently (and sometgngonomously).

More broadly, the use of AXML as a basis for an artifact modehbotivated by the fact that it can be easily
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Figure 1: Artifacts in the Dell application

adapted to support all the requirements identified abovepatticular, AXML naturally captures the distribu-
tion and autonomy of artifacts and provides reliable syocbus or asynchronous communication, allowing
an artifact to send a message to another artifact just by ikgpits ID. Also, because of its nested structure,
AXML naturally supports hierarchies of artifacts. Two ftionalities have to be added to AXML in order to
fully support the above requirements. First, since we wdifaats to move from place to place in the system,
we need an identification mechanism serving as a URI foraatsf We also augment the rule-based workflow
specification provided by AXML with workflows specified in atsition-based BPEL style that is more familiar
to application designers.

The core of an application is schemaspecifying a set of of peers and a set of classes (e.g., webOrd
financialService). The definition of a class provides tymhthe data (document types), dynamic constraints on
artifacts evolution (their workflows) and the interface whtions that the artifacts in this class export. From an
implementation viewpoint, a peer provides storage, comaoations and computing resources for the artifacts
it hosts. Artifacts are allowed to exchange data with otlearg or to move to other peers. AXML data (e.g., in
function arguments and results) is sent as strings and stooted at the receiving peers.

The semantics of functions is specified by rules. The deolaraemantics facilitates reasoning about the
runs of such systems and performing optimization. Funatigihactivation is controlled bygall guardsthat
are specified byBoolean combinations of tree-patternger the documents. Observe that the guards impose
constraints on the evolution of documents in the style ofidmn-action rules. This may be seen as specifying
workflow constraints on the runs of the system. Alternatively, onghinprefer a more standard workflow
approach in the style BPEL. The workflow is then specified Hindey stagedn the evolution of the artifact and
admissible transitions between them. We are currently igrkn a comparison of the two styles of workflow
specifications.

The notions oftask service state stage andactivity, that are essential in the artifact context, can all be
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< plant artiID="plant02">

Main < webOrder artID="w03™>
Z X . < client>
Catlalog Mal/IO{der {EI‘OCG'SS—bIE} < name> Sue Leroux < /name>
Product Pname self > Pname Amount !Invoice < address> ... < /address>
73 ! ! ! < /client >

. X Y
Pnzlxme PI‘IICG X < order> ... < /order>

X Y < order> ... < /order>
< creditApproval artiID="wo03-ca">

< /creditApproval>
< fun funID="?warehouseOrdef">
< fun funID="?deliveryOrder/ >
< fun funiD="?comm’/ >
< /webOrder>

< /plant>

Figure 2: A GAXML query Figure 3: An AXML artifact

formally captured in the AXML artifact model. The notionagtivity, often arising in functional decompositions
of business processes, may be seen as a view over a systetifastsar The notions ofime and provenance
that are central to scientific workflows can be captured a§ Wwetause this information can be recorded and
maintained in XML documents.

Related work Although the notion of artifact has been recently articeddby [1], similar ideas of data centric
workflows have been around, e.g., in AXML [3], in the Vortexsegm [10] or scientific workflows [11]. The
models that are considered are often restricted, e.g.8J1For instance, a single artifact is usually considered,
vs. a system of artifacts in the present paper. Also, thesielmare often based on the relational model so have
difficulties with collections of artifacts or nested tasitifacts. Formal models for data-centric workflows have
been considered in [13] (that focuses on verification) add (that discusses the synthesis of artifacts).

3 \Verification

The need for reasoning about artifact systems arises in mamgxts and is particularly challenging because
of the presence of data. We briefly summarize results old@img6] on static analysis of AXML systems, in
particular on automatic verification of temporal propextid their runs.

Classical automatic verification techniques operate otefistate abstractions that ignore the critical seman-
tics associated with data in such applications. The neeakihto account data semantics has spurred interest
in studying static analysis tasks in which data is expyiqilesent. We have started an investigation of the auto-
matic verification of Active XML systems. We consider prapes expressed in Tree-LTL, an extension of LTL
where propositions are interpreted as tree patterns. Btarioe, one may want to verify whether some static
property (e.g., all ordered products are available) andesdymamic property (e.g. an order is never delivered
before payment is received) always hold. Tree-LTL allowsxpress arich class of such properties. An example
of Tree-LTL formula can be found in Figure 4.

We have identified a significant fragment of Active XML, calleon-recursive Guarded AXML for which
the verification of Tree-LTL properties is decidable. Thisgment is expressive enough to describe meaningful
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applications. We use also it as a convenient formal vehalistudying decidability and complexity boundaries
for verification in AXML in general. We briefly describe nextu@ded AXML (GAXML for short) and its
non-recursive fragment.

Every product for which a correct amount has been paid is aly delivered (note that the variablg is implicitly
existentially quantified in the left pattern):

VXVY[G( Main - F( Main ))]
N N
Catalog MailOrder MailOrder
[ 7\ |
Product Paid  Order-Id Pname Order-Id Delivered
/ \ /7 \ I I
Pname Price Pname Amount Y X Y
I I
X z X Zz

Figure 4: A Tree-LTL formula

In GAXML, document trees are unordered. With ordered trgesfication quickly becomes undecidable.
Finally, the most novel feature of the model in the AXML coites aguard mechanism for controlling the ini-
tiation and completion of subtasks (formally function sallGuards are Boolean combinations of tree patterns.
They facilitate specifying applications driven by complegrkflows and, more generally, they provide a very
useful programming paradigm for active documents.

We obtain decidability by disallowing recursion in GAXMLstems, which leads to a static bound on the
total number of function calls in runs. We prove that for snon-recursive GAXML, satisfaction of Tree-LTL
formulas isco-2NEXPTIME-complete. We also consider various relaxations of the nesorsiveness restric-
tion and show that they each lead to undecidability. Thiakdighes a fairly tight boundary of decidability of
satisfaction of Tree-LTL properties by GAXML systems.

Related work Most of the previous work on static analysis on XML (with datdues) deals with documents
that do not evolve in time (static constraints). This mdgdestudies of automata and logics on strings and trees
over infinite alphabets, see [15] for a survey. Previous vaorlAXML also considered the evolution of docu-
ments. For instance, this is considered in [16] for a mormot#@KML language positiveAXML. The setting is
very different from ours, as their systems are monotone bssiple recursive. In contrast, we consider verifi-
cation for nonmonotone systems. Static analysis is alsestun [17] using a model based on tree rewriting.
Verification of temporal properties of Web services has tgdsten considered using models abstracting away
data values (see [18] for a survey). Verification of datarawseb services was studied in [19, 20], and a verifier
implemented [21]. While this is related in spirit to the mraswork, the technical differences stemming from
the AXML setting render the two investigations incompaeabl

4 Conclusion

We briefly mention some remaining issues related to the workgmted here. A most interesting direction of
research is to enrich beyond non-recursive GAXML the clage@IL artifact systems that can be verified. For
example, one would also like to be able to reason about timg i@ complicated for several reasons, including
the absence of a global clock). When full verification canm@performed, abstraction may be useful. Recent
work considers a related approach basednberfacesin the context of AXML [22]. Besides verification, a
main issue for such systems is monitoring. A P2P monitorysgesn for AXML is studied in [23, 24]. Finally,
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largely unexplored in this context are access control n@shss, allowing different actors to keep control over
their own data without imposing unacceptable constraintthe system.
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Abstract

Classical workflow notations primarily support monolitlimcesses. They are able to describe the life-
cycle of individual cases and allow for hierarchical decamsition. Unfortunately, real-life processes
are fragmented and are often composed of separate butwitertl life-cycles running at different speeds
and coping with different levels of granularity. The prasléramework was one of the first formalisms
to acknowledge this. Proclets alightweight interacting processéisat can be used to divide complex
entangled processes into simple fragments and, in doinglaoe increased emphasis on interaction-
related aspects of workflows. This paper describes the gioelpproach and presents an application of
this approach to the gynecological oncology workflow precsa major Dutch hospital.

1 Introduction

Although most information systems are “process aware” tigpart for various aspects of operational pro-
cesses leaves much to be desired. For example, workflowdlagynis mostly used to automate repetitive
well-structured processes. There is little support fos Esuctured processes that require more flexibility. As a
consequence of the widespread adoption of database tedyrial the seventies, the development of informa-
tion systems is predominantijata-centric i.e., the design and implementation starts with objefcifmation
modeling. However, since the nineties, consultants andlamsnhave been advocating mgrecess-centric
approaches. Today, the majority of larger organizatiomndgonsiderable time identifying and modeling pro-
cesses. Business Process Management (BPM) techniquesasdtipport these more process-centric ap-
proaches and have received considerable attention. Howekien looking at the actual implementations of
information systems there is stillmismatch between the processes modeled and réadity the real systems
and processes).

This mismatch has several reasons. One is that most act@salsmplistic and often incorrect view of the
processes in which they are involved. Process mining tgclesi can be used to provide a more realistic view
of their actuality [3]. It is often the case that processesmore complex and “spaghetti-like” than we expect.
Reality cannot be captured in a structured monolithic workfimodel. Another reason is that an effective
balancelintegration between/of the data perspective legrocess perspective is missing. It is impossible to
separate these perspectives. Moreover, it is obviousttbgirbcess-centric approaches used in the initial phases
of workflow specification do not fit well with the predominardtd-centric implementation approaches.
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Currently, there is a renewed interest in the mismatch destrabove. This is illustrated by the recent
NSF Workshop on Data-Centric Workflows that took place ington (Virginia) in May 2009. (See [5] for
the workshop report.) During this workshop there was cosiseithat processes cannot be straightjacketed in
monolithic workflows and that the interplay between data @atrol-flow is essential.

In this paper, we advocate the usepodclets one of the first modeling languages to address these preblem
[1, 2]. Proclets can be seen as lightweight interacting ggses. The proclets framework be used to integrate
data-centric and process-centric approaches at both signdend implementation level [1, 2]. To illustrate the
framework and the ideas behind it, the gynecological orgolworkflow at the AMC hospital in The Nether-
lands is modeled in terms of proclets.

In the remainder of this paper we first discuss the limitatiofi‘monolithic workflows” (Section 2), followed
by a brief introduction to the proclets framework (Sectidnl8 Section 4, we describe the application of proclets
at a Dutch hospital. Section 5 concludes the paper.

2 Limitations of Monolithic Workflows

Proclets aim to address the following problems that exgstwarkflow approaches are currently facing:

e Models need to bartificially flattenedand are unable to account for the mixdifferent perspectives and
granularitiesthat coexist in real-life processes.

e Cases need to tmtraightjacketed into a monolithic workflowhile it is more natural to see processes as
intertwined loosely-coupled object life-cycles.

e Itisimpossible to capture the fact thate-to-manyandmany-to-manyelationships exist between entities
in a workflow, yet such relationships are common as can beigesy data/object model.

e It is difficult to model interactions between processes, interaction is not a first-class citizeéin most
process notations.

In the remainder, we use proclets to address the problerarthaxperienced in monolithic workflows.

3 Proclets: Lightweight Interacting Processes

A procletcan be seen as a lightweight workflow process able to intevilatother proclets that may reside at
different levels of aggregation [1, 2]. One can think of pet& as objects equipped with an explicit life-cycle
or as active documents. Recently, this has been referreslddigact centric workflows/processes [4]. Proclets
interact viachannels A channel is the medium used to transport messages fromrookepto another. Via a
channel, a message can be sent to a specific proclet or a grpopctets (i.e., multicast). Such messages are
called performativessince they correspond to explicit actions such as thosedfouspeech act theory and the
language/action perspective. Based on the propertieg afthinnel, different kinds of interaction are supported,
e.g., push/pull, synchronous/asynchronous, and vedyaiarbal. Proclets are connected to channelpeoits
Each port has two attributes: (a) itardinality and (b) itsmultiplicity. The cardinality specifies the number
of recipients of performatives exchanged via the port. Thitiplicity specifies the number of performatives
exchanged via the port during the lifetime of any instancehef class. The life-cycle of a particular type
of proclet and its ports are specified in terms gbraclet class Using these concepts, complex monolithic
workflow definitions describing the control flow of an entin@pess can be broken up into smaller interacting
proclets, i.e., there is shift in emphasis from control to communication

Proclets were introduced in the late nineties [1, 2]. In thgioal publications a variant of Petri nets, called
workflow netswas used as a basis. However, the main ideas are indepeofdirat control-flow language
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Figure 1: Example using two proclet classkh visitandlab test

utilized. Therefore, we use the YAWL language rather thankflmwv nets, because YAWL is more expressive
and supported by an extensive set of tools (editor, workflogire, process mining, services, verification,
simulation, etc.). Seaww. yawl - syst em comfor more information on the language and supporting tools.

Figure 1(a) shows two proclet classes. Proclet clabsvisit consists of seven tasks and five ports and
describes the process of taking a blood sample, orderingekib, and consolidating the results into a report.
Proclet clasdab testhas five tasks and five ports and describes the life-cycle aftcplar test. Note that for
one blood sample many lab tests may be initiated. Hence therene-to-many relationship betwelai visit
andlab testas shown by the relationshipquiresin the class diagram in Figure 1(b). The two proclet classes
are connected through two channetsder systemand HIS). The mapping of ports to channels is shown in
Figure 1(a).

The control-flow in each proclet class is expressed in teriBeoYAWL notation. First, an instance (i.e.
proclet) of clasdab visitis created. After creation a blood sample is taken and ldb &&s ordered. The output
port of select lab testhas cardinality, indicating that the performative is sent to potentiallyltiple recipients
(i.e., lab tests). We will use to denote an arbitrary number of recipientsto denote at least one recipient,
1 to denote precisely one recipient, addo denote no or just a single recipient. The performativeasspd
on via the channebrder systermand instantiates the proclet cldsb testpotentially multiple times, i.e., one
proclet is created for every lab test that needs to be exag.ciee multiplicity of the output port a$elect lab
testsis denoted by the numbér This means that during the lifetime of an instance of claBisit exactly one
performative is sent via this port. The input port of the inpondition of thdab testproclet has cardinality 1 and
multiplicity 1. In each createthb testproclet a test is performed and the report is sent back toghaeeht’lab
visit proclet via the channéfllS. Note that the input port of tagkceive resulhas cardinality 1 and multiplicity
x, indicating that multiple results may be received. Eacligoerative received is stored in a knowledge base.
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Figure 2: Class diagram outlining the concepts that exigtiwihe healthcare process and their relationships.

Thelab visit proclet continuously inspects this knowledge base and reaigld to start analyzing the results to
see if more tests are needed. If so, these are ordered in dnetge taskdetermine need for more testsote
that the cardinality of the output port of this task«is.e., in one step all relevatdb testproclets are triggered
in order to perform any additional tests. After this the nesults are sent from the variolab testproclets to
the “parent’lab visit proclet. Finally, the taskinish lab visittriggers the completion of all chillhb testproclets

o

preceding_6

Examination under

that may have been initiated.

The example in Figure 1 is rather simplistic and hides margilde but at the same time it compactly
illustrates the main features of proclets. For more detalshe formalism we refer the reader to [1, 2]. Note
that in Figure 1 interaction is modeled explicitly and thereno need to artificially flatten the process into a
monolithic workflow, instead, the different levels of gréemity are preserved. For more complex situations
involving not only one-to-many relationships (as in Figb)) but also many-to-many relationships, it is still
possible to model the overall process as a collection oftinbeed loosely-coupled object life-cycles whilst it
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Figure 3: The proclets that are defined for the healthcareggsand all the possible interactions between them.

would be virtually impossible to straightjacket the dedibehavior into a monolithic workflow process.

Note that there is a strong correspondence between prdagsies and classes in a class diagram carrying
the same name. A class in a class diagram outlines the datecletpelass carries with it and its relationship
with other proclets. Via Object Constraint Language (OCipressions it is possible to access data of different
proclets.

4 Application: Gynecological Oncology Workflow at the AMC

We have used proclets to model the gynecological oncologkflea at the Academic Medical Center (AMC)
in Amsterdam. The AMC is the most prominent medical reseassfiter in the Netherlands and one of the
largest hospitals in the country.

Given the complexity of the process and space limitatioresfagus only on the main results. In total, 15
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Figure 4: ThePathology meetingroclet.

proclet classes have been identified for the gynecologicablogy workflow. Figure 2 shows a class diagram
illustrating the relationships between the proclet classEhe dark rectangles correspond to concrete proclet
classes. The inheritance relationships show which protdsses have common features, i.e., the gray and white
rectangles can be seen as abstract classes used to groupuatutes proclets. Moreover, as in Figure 1(b) the
relationships between the various classes are depicted.

The 15 proclet classes identified in Figure 2 are connectethier proclet classes via the port and channel
concepts. Figure 3 shows a high-level view of the intercotioe structure. This diagram shows the complexity
of the process. Given the different levels of granularitig difficult (if not practically intractable) to flatten this
structure into a monolithic workflow model.

Each of the rectangles in Figure 3 represents a proclet afabgs ports. Figure 4 shows one example. Here
the control-flow and the names of the ports and their cartiiembnd multiplicities are shown. The proclet class
models the weekly meeting in which the gynecological ongpldoctors and a pathologist discuss the tissues
examined by the pathologist that require further constémra During this meeting, the tissues of multiple
patients are discussed. For each weekly meeting, a sepacaiet is createdcfeate pathology meetifgIn
order to discuss a tissue of a patient, it first needs to betexrgd fegister for pathology meeting This can
be done at different points in the process. However, as isatetl by the cardinality 1 and multiplicity of
the associated ports, multiple patients can be registesieg the same port. Note that after the weekly meeting
(Pathology meeting pathology examinations can be triggered for multipléguas. For example, as is indicated
by the cardinality and multiplicity 1 of the associated port of taRkquest additional coloringsnultiple tissues
may be reinvestigated by a pathologist.

In this paper, it is impossible to give a more comprehensiscdption of the process and its 15 proclet
classes. Instead, we refer the reader to [6] for an extedgigeription of the model.

5 Conclusion: Divide, Interact, and Conquer

In this paper we have advocated the use of proclets to overtbenproblems related to monolithic workflows.
Proclets are particularly suited to environments wheregsses are fragmented, interaction is important, and
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tasks are done at different levels of granularity, e.g.|theare processes where a visit to a doctor can trigger a
wide range of tests and experiments. The next challengei®tide advanced tool support for the design, anal-

ysis, and enactment of proclets. For example, procletsebasrification and process discovery pose interesting
and challenging research guestions.
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Abstract

Similarity search is a general class of problems in which\segiobject, called guery objectis com-
pared against a collection of objects in order to retrievedh that most closely resemble the query
object. This paper reviews recent work on an instance ofdlasiss of problems, where the objects in
question are business process models. The goal is to iggmttess models in a repository that most
closely resemble a given process model or a fragment thereof

1 Introduction

As organizations reach higher levels of Business Procesalfganent (BPM) maturity, they tend to accumulate
considerable amounts of business process models — refyartelde hundreds or thousands in the case of multi-
national companies. These models constitute a valuabé tssupport business analysis and system design
activities. In organizations with high degrees of BPM mijuiisuch process models are centrally managed in
dedicated process model repositories that provide adddmosvsing and search features.

In this paper we review recent developments pertaining eparticular search feature over process model
repositories, namely similarity search [3]. In this contexmilarity search is defined as follows: given a process
model P (the query) and a collection of process models retrieve the models 6’ that are most similar to
P and rank them according to their degree of similarity. Samily search is relevant in the context of model
maintenance. For example, before adding a model to a reppsihe needs to check that a similar model does
not already exist so as to prevent duplication. Similarythie context of company mergers, process analysts
need to find overlapping processes across the merged caspawirder identify opportunities for consolidation.

Similarity search queries are defined with respect to a aiityl measure between pairs of process models.
The similarity between pairs of process models can be medsur the basis of three complementary aspects
of process models: (i) the labels attached to tasks, evadt®ther model elements; (ii) their graph structure;
(iii) their execution semantics. The next three sectiossubs a number of similarity search techniques classi-
fied according to these three criteria. We then summarizeethdats of an experimental evaluation covering a
representative subset of these techniques. Finally, wmewwsome interesting open research directions.

Copyright 2009 IEEE. Personal use of this material is petedit However, permission to reprint/republish this makfor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbd from the IEEE.
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2 Label Similarity

One way of measuring the similarity between a pair of procasslels is by first computing an alignment
between these models, that is, a relation between elenrentseimodel and elements in the other model. For
example, consider the two process models in Figure 1, ceghusing the Business Process Modeling (BPMN)
notation! A possible alignment is the one that matches task “Orderhéfirst model with the task with the
same label in the second model, and task “Verify InvoicehWiterification Invoice”. Given such an alignment,
the similarity between two models can be defined as a ratiod®st the size of the alignment, and the size of
the process models. For example, we could define a similard@gsure as follows%, where A is an
alignment andP| and|P’| denote the number of compared model elements in mdeleisd P’ respectively. In
the above example, this formula gives 0.66 if we only compasks (gateways are ignored).

Verify

invoice
Receive Verification
@ 0O O-pel O

goods

Figure 1: Sample pair of process models

Note that “Verify Invoice” does not perfectly match “Veriéiton Invoice”. So instead of giving a weight
of one to this match, we should give it a weight equal to theilaiity between these two labels (a number

between zero and one). The resulting similarity measurkes %.'Z‘"’T};fﬁg'l("’m) whereSimy; is a similar-
ity measure between pairs of model elements. The similaBtyween model elements can be computed from
their labels using syntactic similarity measures, semangasures, or a combination of both. Syntactic mea-
sures are based on string-edit distance, n-gram, morpbala@nalysis (stemming), and stop-word elimination
techniques, whereas semantic techniques are based orysymma other semantic relations captured in the-
sauri (e.g. Wordnet).For example, “Verify Invoice” and “Verification Invoice” ka a high syntactic similarity
because they are almost identical after stemming, wheha#y Invoice” and “Check Invoice” have a high
semantic similarity since “Verify” and “Check” are synongm

Variations of the above similarity measure have been peghdy Ehrig et al. [7] and Dijkman et al. [6]. In
this latter work, the problem of finding a mapping between et@kements is reduced to the linear assignment
problem [9] for which efficient algorithms exist. In other kkplabel similarity measures are used in conjunction
with structural or behavioural similarity measures (egj).[

3 Structural Similarity

Since process models are graphs, we can use graph matclanmasis for defining similarity measures. Specif-
ically, given two process models, we can define their sintylars the opposite of their graph-edit distance [12]
(i.e. one minus their normalized graph-edit distance). diaph-edit distance of two graphs is the minimum
number of operations (insertions, deletions, substmgfimeeded in order to transform one graph into the other.
Unfortunately, the problem of computing the graph-editatise is NP-hard. Thus, one needs to strike a tradeoff
between computational complexity and accuracy. Below wieweseveral possible tradeoffs.

http://www.bpmn.org
2These linguistic matching techniques are also widely eggalan the field of schema matching [14].
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3.1 A* Algorithm

An exact method to compute the graph edit distance is by agptire A* search algorithm [12]. In the context
of graph-edit distance calculation, the algorithm aimsoaistructing an alignment (mapping) between the nodes
of the two graphs. Given a mapping, the graph-edit distas@alculated by considering that all non-mapped
nodes have been deleted (or added), and that all pairs osrindbe mapping correspond either to identical
nodes or to node substitutions. The goal is to find the mappitlythe smallest graph-edit distance. To this
end, the A* graph matching algorithm starts with an empty piragp, which has a maximal edit distance since
it implies that to go from one graph to the other, all nodesrie graph should be deleted and all nodes in the
second graph should be added (no identical nodes and natstiiss). The algorithm incrementally constructs
partial mappings of larger size, until it can no longer findaywf creating a larger mapping with a lower edit-
distance. At each step, a number of new mappings are coteirbg using the current partial mapping with the
smallest edit-distance and adding new possible pairs $artlapping. It can be proved that this strategy leads to
an optimal final mapping.

A major issue with this algorithm is the large number of @ntappings that must be maintained during the
search -O(m'™) in the worst case [12], where andn are the numbers nodes in the two graphs that are being
compared. Our own experiments have shown that this is praile for process models with over 20 nodes [4].
We addressed this issue by forbidding pairs of nodes to bedattda mapping if their labels are too different
from one another — but this breaks the optimality propertthefalgorithm.

In its basic form, the A* graph-edit distance algorithm omlgnsiders elementary graph-edit operations
(deletion, insertion and substitution), meaning that dntp-1 node mappings are constructed. In [8] the set of
graph-edit operations is extended with node splitting amknmerging, i.e. N-to-M mappings are constructed.
In [5], we observed that the number of partial mappings groarsbinatorially when node splitting/merging
operations are integrated and proposed an alternativestsypoapproach. First, the basic A-star algorithm is
used to obtain a 1-to-1 mapping. In the second step, alle®laserted nodes are combined with adjacent nodes
trying to improve the mapping. Combining a deleted node withatched one is similar to node merging, while
combining an inserted node with a matched one is similar tersplitting. In this way, the N-to-M mapping
can be computed while maintaining the memory requiremefrttseal -to-1 mapping approach.

3.2 Heuristic Search

Given the scalability limitations of exact graph matchieghniques, several heuristics have been developed.
In [4], we studied three such heuristics. The first one is &dyeheuristics, in which a mapping is created
starting from an empty mapping and adding, at each iterathm pair of most similar nodes that do not yet
appear in the current mapping. The other two heuristics lasercto the A* graph matching algorithm in the
sense that they explore several possible mappings (inefgast one current mapping as the greedy approach).
However, these heuristics include a pruning function wisdhiggered when the number of currently considered
mappings is larger than a given threshold. Only the most miomalignments are kept after a pruning phase.

3.3 Similarity Flooding

Given that process similarity can be measured on the basis afignment, the problem of similarity search
can be related to alignment problems such as schema mafdlkihgSimilarity flooding is a graph matching
technique that has been shown to yield good accuracy whdedpp the problem of schema matching [11].
The idea behind similarity flooding is that a pair of nodesdges of two graphs are similar when their adjacent
elements are similar. The algorithm builds a matrix for amily propagation which is updated iteratively by
fixpoint computation. At the end, the matrix can be used tcstroct an alignment, e.g. construct a mapping
with pairs of nodes whose similarity is greater than a giveeshold. However, as stated in [11] the algorithm
works fine for directed labelled graphs and degrades whea lediglling is uniform or absent.
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Madushan et al. [10] have studied the application of sintyldlooding for process model similarity search.
In their work, process models are represented using anagytddased notation in which process models are
represented as graphs with labelled nodes and labelled.edgeever, mainstream process modeling notations
(e.g. BPMN) are such that edges have no labels, thus hirgdgr@applicability of similarity flooding.

4 Behavioral Similarity

Process models define a part of the behavior of an organizaliberefore, another possibility for measuring
their similarity is by measuring the similarity of their tehoral semantics. There are a number of behavioral
semantics of business processes. For each of these bethaa@orantics similarity metrics can be defined.

4.1 Comparison of traces

A simple way to define the execution semantics of a proceseh®th terms of the set of (completed) traces
that it can accept. Assuming process models with finite deta@es, we can define similarity measures in terms
of this trace-based semantics. For example, we can defingrttiarity between two process moddld and

P2 as the ratio%% whereT'(P) is the set of traces generated by procEsdHowever, this simple
measure leads to unsatisfactory results. For exampleeth@gtraces of the two models shown in Figure 1 have
an empty intersection. A more suitable alternative is tosaer partial traces. Wombacher [16] studied the use
of N-grams (partial traces consisting of n-items) as a dasiempare process models. Another technique based

on a notion of “partially fitting traces” is presented in [1].

4.2 Simulation

A second way of defining behavioral semantics is in terms abbelled transition system that captures all the
states in which the process model can be, and all transiti@iscan cause the process model to change state.
To determine if two process models are equivalent, we camtdiee the state-space of two process models and
check if they can simulate one another (i.e. if they allowghme transitions in equivalent states). If the process
models are not equivalent, we will find states which can behea through the same sequence of transitions,
and yet do not allow the same transitions. By counting suatest we can measure how dissimilar two process
models are. This idea is applied by Nejati et al [13] in ordemfatch statechart diagrams and could in principle
be applied to process models.

4.3 Causal footprints

Trace- and state-based semantics aim to describe the belodwd process as precisely as possible. However,
their use can lead to performance problems due to large f&tces and state explosion, while their level of
precision is not required for measuring similarity. An appmation of the behavioral semantics of business
processes would be sufficient for similarity measure. A jdsspproximation of this behavioral semantics is
given by the concept of causal footprint [15].

A causal footprint of a business process is a trighe Ly, L;,), where: E is the set of elements of the
business process (e.g. taskg);, C P(E) x E is the set of look-back links, such th@b, ¢) denotes that at
least one element frod must have occurred befoeecan occur; and,;,, C E x P(FE) is the set of look-ahead
links, such thate, la) denotes that after has occurred at least one element frammust occur. For example,
if we identify the tasks in the example in figure 1 by the firdtde of their label, a causal footprint for the
leftmost process could b¢{O, R, V, S}, {({O}, R), {R}, V), {R},S)}, {(O,{R}), (R, {V}), (R, {S}})}
Note that, if we add{O}, V) to the look-back links, the resulting causal footprint #f stvalid footprint for
the process. This illustrates that causal footprints argpgmoximate semantics.
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The similarity search method based on causal footprinferdifrom other similar search methods in that it
does not compute the similarity between each pair of praveskels. Instead, each process model in a collection
is represented as a point in a vector space, and the problpnoa#ss model similarity search is reduced to the
nearest-neighbour problem, that is, finding the nearesttpdd the query. This technique is often employed
in the field of information retrieval for text documents. hetcase of causal footprints, the dimensions (also
known as the terms) of the vector space are the elementstdsks), the look ahead-links and the look-back
links that appear in at least one business process in thectiolh. For a given business process, the values for
the dimensions (also known as the weights of the terms) asgrdmed based on the presence of the term in
the process in question and the ‘importance’ of that ternoktloack and look-ahead links that consist of fewer
elements are considered more important than those thastohsnore elements.

5 Comparison

Table 1 summarises the results of an empirical evaluatid® 9milarity search techniques covering the three
categories reviewed above. The evaluation involved 10igsi@xecuted over a set of 100 process models.
Details of the dataset and the evaluation method are givid) #]. The table shows the mean average precision
obtained for each technique across all 10 queries. Aversg@Esipn is a measure commonly used to evaluate
the quality of search techniques that return ranked listesidlts [2]. The mean average precision for a given
technique is the arithmetic mean of the average precisibtared for each query using that technique.

Table 1: Mean average precision of representative seacbhitpies (adapted from [4, 6])

Algorithm Mean avg. precision| Algorithm Mean avg. precision
Syntactic label sim| 0.8 A-star GM 0.86
Semantic label sim| 0.78 Sim. Flooding 0.56
Greedy GM 0.84 Causal Footprint | 0.86
Heuristic GM 0.83 Text search engine 0.76

The table suggests that structural and behavioural tegasiglightly outperform pure label-based ones. An
exception is similarity flooding, which performs poorly, greas it is known to have good performance in the
context of schema matching. This can be explained by thethattsimilarity flooding heavily relies on edge
labels (in addition to node labels) whereas process moaeisrglly lack edge labels. The last row shows the
result obtained by using a full-text search engine on theessahof queries. As expected, the average precision
is lower than that obtained using any of the reviewed sititjlasearch techniques (except similarity flooding).

6 Outlook

Existing process model similarity search techniques famugprocess models composed of atomic tasks and
connectors. Little attention has been paid to other progestelling constructs such as sub-process invocation
and exception handlers. Perhaps more limiting is the fattkisting process model similarity search techniques
tend to focus on the control-flow view of process models, e&gig data manipulation (e.g. data inputs/outputs)
and resource allocation. Addressing this limitation is aenae for further work.

As emphasized in this paper, the problem of similarity deafcprocess models can be related to that of
schema matching. Although some differences exist betweesetproblems — particularly the general lack of
edge labels in process models — there is an opportunityrisgmse schema matching techniques to the process
model similarity search problem. Several techniques vestkin this paper are also found in automated schema
matching tools. However, many other schema matching tgqokesihave not yet been considered in the context
of process model similarity search.
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All process model similarity search techniques we know opleylinear search. In other words, the query
model is compared to each model in the collection. An avenuéufure work is to study the applicability and
performance gains of graph indexing techniques [12] in treext of process model similarity search.
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Abstract

A business process (BP for short) consists of a group of basiactivities undertaken in pursuit of some
particular goal. Analysis of BPs bears two main flavors, ngnamalysis offuture and pastexecutions.
We intuitively explain these analysis goals and the modwaisadgorithms employed to achieve them.

1 Introduction

A business process (BP for short) consists of a group of basiactivities undertaken by one or more organi-
zations in pursuit of some particular goal. It usually opesan a cross-organization, distributed environment
and the software implementing it is fairly compleStandardgacilitate the design, deployment, and execution
of BPs. In particular, the BPEL [5] standard (Business Pssdexecution Language), provides an XML-based
language to describe the interface between the partigpara process, as well as the full operational logic of
the process and its execution flow. BPEL specifications at@naatically compiled into executable code that
implements the described BP and runs on a BPEL applicatioeiseProcesses execution is traced (logged),
and their run-time behavior can be recorded in standard Xddinats.

These standards not only simplify software developmerit,rbare interestingly from an information man-
agement perspective, they also provide an importantmawe of information Queries about the BPs, that were
extremely hard (if not impossible) to evaluate when theress rules were coded in a complex program, are
now potentially much easier, for a declarative specificatibthe BP. Furthermore, sophisticated querying, that
interleaves static analysis of the BP specification withrigigeover execution traces, can now be used for a va-
riety of critical tasks such as fraud detection, SLA (seevel agreement) maintenance, and general business
management. This provides an essential infrastructuretto dbmpanies and customers: the former may opti-
mize their business processes, reduce operational codts/tanately increase competitiveness. The latter may
be presented with personalized analysis of the processyiali them to make an optimal use of it.

For instance, consider a Business Process of an on-line, st@t suggests electrical products of various
kinds, brands and vendors. The web-site owner, on one haaygwish to make sure that some business logic
is kept, e.g. that no customers can make a product reservaiibout logging-in with their credit card number
first; or in identifying the DVD brand that is most popular amgocustomers buying a certain TV brand. The
users, on the other hand, may wish to analyze the BP for igiergicompatible TV and DVD of the lowest total
price, or the most common choice of combined products.

Copyright 2009 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikfor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
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In general, analysis of such BPs bears two main flavors., Rinsilysts are interested in analyzing executions
that occurred in theast for instance to identify trends, to make sure that busifegs is maintained, etc. We
note that executions are usually logged, form@axgcution traceshat are kept in a repository. Thus, analysis
over past executions is translated into queries over traldesre are two cruxes here: first, the size of a typical
execution traces repository is extensively large, calforgquery optimization techniques. Second, the traces
often contain only partial information on the activitieathwere performed at run time, due to confidentiality,
lack of storage space, etc. Thus query evaluation must lherperd under terms of uncertainty.

The second flavor of analysis considéunture executions. Namely, given the static BP specification, this
kind of analysis, again operating under terms of uncestaimims at predicting the behavior of future users,
e.g. to characterizeommonbehavior of users, or to identify executions where the ttdliced cost to the
customer is the cheapest, etc. This latter kind of analgsisfiact atop-kanalysis, as it aims to find the k “best”
execution flows, under some weighting function, and the nddfrculties here stem from (1) the fact that the
number of possible execution flows is very large, or evenitefin presence of recursion and (2) that the weight
(e.g. likelihood, monetary cost, etc.) induced by actiorm&lenduring the flow (e.g. product purchase), may be
inter-dependent (due to probabilistic dependency, coetbieals etc.).

To enable such reasoning, we first define models for captiuginess Process specifications, their execu-
tion flows and traces. These models should account for parfamation and uncertainty of various flavors.
Second, we define an intuitive query language that allowapally form queries of interest over BP execution
flows and traces. Third, we provide algorithms that allowdfficient query evaluation over BPs/execution traces
under these models of uncertainty, and forth, we developementations that exploit these sound theoretical
foundations for practical needs. We Intuitively descrileeehsome of the main models and results.

2 Models

We give next a brief intuitive review of the main models stagdat the center of our research on Business
Processes analysis, and refer the reader to [12, 13] forsprdefinitions.

BP specifications and their executions.A BP specification is modeled as a set of node-labeled DAGs.
Each DAG, intuitively representing a function, has a unigtat (end node with no incoming (outgoing) edges.
Nodes are labeled by activity names and directed edges engrdsring constraints on activities. Activities that
are not linked via a directed path are assumed to occur itiglarBhe DAGs are linked througimplementation
relationships an activitya in one DAG is realized via another DAG. We call such an agtiedmpoundo dif-
ferentiate it fromatomicactivities having no implementations. Compound actisitieay have multiple possible
implementations; the choice of implementation is contalby a condition over user choices, variable values,
etc., referred to asguarding formula A distinguished DAG, containing a single activity, stamgsthe BP root.

Figure 1(a) shows an example BP specification. The$pbias precisely one activity nam8&tioppi nghal | .
The latter has as its implementation the DA which describes a group of activities comprising userripgi
the injection of an advertisement, the choice of a partrcsilare, and the user exit (possibly by paying). Within
S1, Logi n andchooseSt or e arecompoundactivities; theLogi n activity has two possible implementations
So and Ss; the idea is that exactly one formula is satisfied at run-timg., the user either logins as a regular
or premium user and thusogi n is implemented either by, or S5 respectively. Then the user chooses to pay
with Mastercard or Visa, and authentications checks aresmaadording to her identity (regular or premium),
etc. Note that the specification is recursive as Sqgmay call.S;.

An execution flow(abbr. EX-flow) of such BP is modeled as a nested DAG refledtiegexecution order
and implementation relation. Exactly a single implemeaaiais chosen for each compound activity node. We
model each activity occurrence by two nodes, the first (s#cetanding for itsactivation (completion point.
The chosen implementation appears in-between these tvesiodnnected by specially markessbm-in edges

An example EX-flow is given in Figure 1(b). Regular (dashaudwas stand for flow (zoom-in) edges. The
user here logins as a regular customer and pays wibaCredit Card, then shops at tBestBuystore. There,
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Figure 1.  (a) Business Process (b) Execution Flow (c) Exacirattern

she chooses to look for@VD playerand selects one bloshiba and continues shopping at the same store (we
omitted the further purchases from the figure). Finally stisse&nd pays.

Tracing Systems.Tracing systems are employed for recording execution fldvusiness Processes, and
may vary in the amount of information that they record on tbe/flin general, one can distinguish three families
of tracing systems with decreasing amount of informationhndivetracing provides a complete record of the
activation/completion events of all activities that hadurted during the EX-flow, (iisemi-naivdracing where
the activation/completion events are all recorded, busipswith only partial information about their origin
activity. For instance, such tracing system may recordoglin activities (Premium and Regular) as a generic
Logi n name (and similarly foAut hent i cat e), thus removing track of the different treatment of Premium
and Regular clients, and (igelectivaracing where, additionally, events for some selectedetudfsactivities are
not recorded at all. Such system may, for instance, completait the occurrences of login-related activities,
thus removing all record of the fact that there are two tydassers in this system.

Queries. Queries select EX-flows of interest usiagecution patternsan adaptation of the tree/graph pat-
terns offered by existing query languages for XML/graphgstd data [9], to BP nested DAGs. Execution
patterns may be uniformly interpreted as queries over pdsture executions. An execution pattern is a nested
DAG of shape similar to that of an EX-flow, but its edges may itieee regular, i.e. match a single edge in the
EX-flow, or transitive, i.e. match a path. Similarly, actvpairs may be regular or transitive for searching only
in their direct implementation or zooming-in inside it, pedActivity nodes may be marked by a special “Any”
symbol, and then may be matched to BP nodes with any labeliimalty some query part may be marked as
output and is projected out (the query language may be eeddng joins, negation etc. [12]). An example
query is given in Fig. 1(c). The double-lined edges (doldmged nodes) argansitiveedges (activities). The
guery looks for EX-flows where the user chooses a DVD of bravghiba (possibly after performing some other
activities, corresponding to the transitive edges), tHesoses also a TV (of any brand). TBeoppi nghal |
activity is transitive indicating that its implementatiomay appear in any nesting deptthoosePr oduct is
not transitive, requiring the brand choice to appear iniitsad implementation.

3 Querying Future and Past Executions

We have reviewed the models standing at the center of ouangs®n analyzing Business Processes, and we
next (informally) define several main research problem&imdontext and give intuition for their solutions.

Querying Future Executions Recall that a BP specification defines a set of possible exesutWe studied

in [3] query evaluation over BP specifications, selectingoexion flows of interest. The set of query results
may be infinite, due to recursion. Continuing with our rumgnexample, there are infinite number of flows

ending with the choice of Toshiba DVD, as the user may firstemaky sequence of choices and selections.
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Thus the evaluation algorithm obtains a compact representaf all results, describing this recursive nature of
qualifying flows. We note, however, that the query resukésrat equally interesting, and users are thus interested
only in some subset of these, namely tbp-k weighted flowsaccording to some weight function that fits the
user interests. We thus introduce in [13] a refined, weightedel for execution flows of Business Processes,
and compute théop-k execution flows of the given process, out of these confornintipe user query. The
weighted model bears the following ingredients: first, wlrdea weight functiorelW eight (corresponding to
e.g. products prices, popularity of a link, etc.) over akgible implementation choices of compound activities;
observe that theWWeight of a given choice may vary at different points of the EX-flovdlanay depend on the
course of the flow so far and on previous choices, e.g. théHd®d (price) of choosing a product may depend
on previously purchased products, registration to mernhijeidub etc. Thus:Weight accounts not only for
the choice itself but also information about the historyhs EX-flow thus far. Then, we aggregatd’ eight
values of choices throughout a flow to obtain the weight ofethigre flow (denoted W eight, for flow weight).
Following common practice [20], we require the aggregatmhe monotonic w.r.t. the progress of the flow.

Results. We have shown that the extent to which & eight of a given choice is dependent on the
preceding choices affects the complexity of our problem.ud&ethe term “history size” to measure this extent.
In the general case where the history size is unboundedk tppery evaluation is undecidable. Fortunately,
such case is very rare, and moreover studies on the behdvigical Web applications indicate this size to be
relatively small (approximately 4) [28]. The complexity aiir algorithm is then exponential in this (small) size
(but we show this is unavoidable, unless P=NP), polynomi#thé BP size, and linear in the output size.

We have also examinagptimality properties of top-k algorithms for BP flows, and found thathwilausi-
ble assumptions ovefWWeight, intuitively corresponding to “how strongly monotone” & ione may provide
(instance) optimal [20] algorithms for top-k query evalaat We refer the reader to [14] for details.

Practical Applications. We have exemplified some of the practical applications osibbes future flow
analysis in [14], where the theoretical background expldiabove was exploited to desi§hopl T (Shopping
assitanT), a system that assists on-line shoppers by duggéise most effective navigation paths for their
specified criteria and preference. When the user startsawgation in the site, she specifies her constraints
and her weighting function of interest, and have the systemptite and propose (an initial set of) top-k ranked
navigation flows, out of these conforming to the constraifitee user then continues her navigation taking into
account the presented recommendations, but may also makesldifferent than those proposed by the system,
in the latter cas&hopl T adapts its recommendations to the actual choices made gdne

Querying Past Executions So far we have considered analysis of possible executi@$ifve not happened
yet. Naturally, much information can be also obtained fromoations that had occurred in the past. Analysis of
such information may be either done at run-timmnitoring[4] the execution, or over repositories of execution
traces [12]. The latter kind of analysis is often done in tweps: the repository is first queried to select
portions of the traces that are of particular interest. Thiease serve as input for a finer analysis that further
gueries and mines the sub-traces to derive critical busimésrmation [29]. Not surprisinglytype information
i.e., knowledge about the possible structure of the qudgat-)traces, is valuable for query optimization [4].
Its role is analogous to that of XML schema for XML query optation: it allows to eliminate redundant
computations and simplify query evaluation. Such typermfation is readily available, as the BP specification,
for the original traces, but not for the intermediary trasetected by queries. This calls féype Inference
When the analysis tool expects particular data type, we dvalsio like to verify that the sub-traces selected by
gueries conform to the required type. Sugipe Checkings thus a second challenge.

An additional kind of queries over past executions considecoveryof the flow that is most likely to
actually happened at run-time, given a partial trace. Theeetwo practical cases to consider here: first, the
simpler case where the tracing system itself, e.g. whickites are omitted or renamed are known. Note that
there may still be (infinitely) many origins to a given log.c8ed, the tracing system itself may be unknown, in
which case there may also be exponentially many tracingsysto consider.
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Results. We showed in [12] that the less detailed (and thus less cag&) the execution traces are, the
more efficient type inference can be: it can be done in timgnmwhial in the size of the input type (with the
exponent determined by the size of the query) for selectaeettypes, but may require time exponential in
the size of input type (even for small queries) with semiradrace types, and may not be possible at all if all
trace types are naive. This signakslective trace typess an “ideal” type system for BP traces, allowing both
flexible description of the BP traces as well as efficient tyyperence. Type checking, on the other hand, incurs
exponential data complexity for (semi-)naive trace typasd is undecidable for selective trace types. This
indicates that static type checking is probably infeasiatel calls for run-time analysis [4].

Retrieval of execution flows given their trace was studiefl 8], where we show that our query evaluation
algorithms can be adapted to retrieve the most likely flonvegia trace. We then consider the case of an
unknown tracing system, and avoid enumeration of the exgi@lly many tracing systems by provingsanall
world theorem, showing that only a polynomial number of represem options need to be tested.

Practical Applications. We have demonstrated in [4] a query language and system foitoriog business
processes, that allows users to visually define monitoasks, using a simple intuitive interface similar to those
used for designing BPEL processes. The monitoring taskgamelated to very efficient BPEL processes that
run on the same execution engine as the monitored processes.

4 Related Work

First, let us consider our choice of data model and queryuagg. These are argued [12] to be more intuitive
for BP developers than e.g. temporal logics and proces®rageas they are based on the same graph-based
view used by commercial vendors for the specification of BPs.

A variety of formalisms for (probabilistic) process spemtions exist in the literature, with applications in
Verification [19], Natural Language Processing, Bioinfatios, etc. Among those, we mention Hidden Markov
Models (HMMs) [18], (Probabilistic) Recursive State Mauots (PRSMs) [2], and (Stochastic) Context Free
(Graph) Grammars (CFG, CFGG) [10]. While HMM extends FitState Machines, PRSMs and SCFGG de-
scribe nested structures similar to that of BPs. There araledifferences between works on these models and
analysis of BPs. First, in terms of expressive power, pridiseib variants of these models typically assume inde-
pendencies (markov property, context freeness) betwedrapilistic events. Second, most of the analysis works
over such processes (e.g. [15, 16, 6]) use temporal logichwhay not capture our query language. Intuitively,
this is because our query language besrsctural featureqallowing e.g. to capture graph homomorphism).
In contrast, work on querying CFGGs [10] generally usesngfisoexpressive (structural) logics such as MSO
(Monadic Second Order Logic), incurring high evaluatiomgbexity. Also note the analogy between Naive
(Semi-naive, Selective) trace types dnwdcketedparenthesig25], context freg31]) string languages.

Type Checking and Type Inference, discussed here for BRuggactraces, are well studied problems in
functional programming languages for database queriesr[2@nd for XML [26]. The unique structure of BP
traces incur additional difficulties (e.g. in contrast to KMhere type checking is harder than type inference).

We have also discussed above top-k queries for executios hdBPs. Top-k queries were studied exten-
sively in the context of relational and XML data [22]. NotgdR0] presented an instance-optimal algorithm for
top-k queries that aggregate individual scores given turjgituples. Difficulties specific to the BP settings are
that (1) the size of a given flow, thus the number of aggregsteces, is unbounded (2) the particular properties
of the weight functions are unique to EX-flows and (3) the nandj items (EX-flows) that are ranked is infinite.
Note that while an infinite setting also appears in top-k gseoverstreameddata [24], works in this context
aggregate over bounded size sliding windowhereas we consider aggregation over flows of unbounded siz

Ranking by likelihood was also studied in several othelirsgt e.g.Probabilistic Database$PDBs) [11,

30] andProbabilistic XML[1, 23]. For example, [30] and [23] study the problem of mating the top-k query
results for queries over PDBs and Probabilistic XML, respteéNthat in contrast to relational data and XML, our
model for BP flows allows representation ofiafinite number of items, out of which the top-k are retrieved.

Last, we briefly mention a complementary line of tools whagaut is a set of run-time generaté@dces
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(logs), and may generate a probability distribution overdtients affecting the flow; such distribution may then
serve as input for our analysis. The common OLAP (onlinedital processing)-style analysis [17] offers
users various multi-dimensional views of data, and catiaeia in-between. The Business Process Intelligence
(BPI) [21] project is another branch of the work on analyzixgcution flows, inferring causality relationships
between execution attributes using data mining techniguek as classification and association rule mining.
Such retrieved relationships may be used as input to ouysiaal

5 Conclusion

We have depicted here models and algorithms for capturidgaalyzing Business Processes and their past and
future executions, and demonstrated that declarativeibeges for specifying and querying such processes allow
for important analysis and optimization tasks, that werepogsible in the absence of such languages. Further
challenges include, among others, extensions of the gaeguhge to include additional useful features such as
negation, joins, etc.; considering other settings forkapalysis; and designing further practical applications.
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Business Processes Meet Operational Business Intelligenc
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Abstract

As Business Intelligence architectures evolve from oé-Btrategic decision-making to on-line opera-
tional decision-making, the design of the backend Extfaatisform-Load (ETL) processes is becoming
even more complex. We describe the challenges in ETL des@jimslementation, and the approach
we are taking to meet these challenges. Our approach is ezhsgound a layered methodology that
starts with modeling the business processes of the enserpaind their information requirements and
service level objectives, and proceeds systematicalbutir logical design to physical implementation.
A key element of this approach is the explicit specificatiba wariety of quality objectives (we call
these collectively the QoX objectives) at the businesd, lamd the use of these objectives to drive the
optimization of the design at the logical and physical Isvel

1 Introduction

Today's Business Intelligence (BI) architecture typigaibnsists of a data warehouse that consolidates data from
several operational databases and serves a variety ofiaqgergporting, and analytic tools. The back-end of the
architecture is a data integration pipeline for populatimg data warehouse by extracting data from distributed
and usually heterogeneous operational sources; cleanstegrating, and transforming the data; and loading
it into the data warehouse. The traditional data integnapipeline is a batch process, usually implemented by
extract-transform-load (ETL) tools [1, 2]. Traditionallgl systems are designed to support off-line, strategic
“back-office” decision-making where information requirents are satisfied by periodic reporting and historical
analysis queries. The operational business processesnahdi@applications are kept separate: the former
touch the OLTP databases; the latter run on the data warehamsl ETL provides the mappings between
them. We have learnt from discussions with consultants vplegialize in Bl projects that often 60-70% of the
effort goes into ETL design and implementation. As entsggibecome more automated, data-driven and real-
time, the Bl architecture must evolve to suppmperational Business Intelligencthat is, on-line, “front-office”
decision-making integrated into the operational busipessesses of the enterprise [3]. This imposes even more
challenging requirements on the integration pipeline. \&scdbe some of these challenges and propose a new
approach to ETL design to address them.

To motivate our approach, we use a simple, example workfloens(@er a hypothetical, on-line, retail
enterprise and a business process for accepting a custodszy fulfilling and shipping the order and booking
the revenue. Such @rder-to-Revenuprocess involves a number of steps, utilizing various dpmral (OLTP)
databases and an enterprise data warehouse (Figure 16&80mA& a customer has been browsing the retailer
web site and adding items to a shopping cart.

Copyright 2009 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikefor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbd from the IEEE.
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Figure 1: (a) Order-to-Revenue business process and (lerédynethodology for ETL

Eventually, the customer is ready to make a purchase, whitiates the CheckOut process. This submits
an entry to the order database and then the customer statuscised to validate the order. Next, the inventory
database is checked to ensure the product is in stock. Apdiig, the order can be fulfilled so the customer
payment is processed. Once confirmed, the Delivery prosesgiated. The items are retrieved from inventory
and packed. Finally, the order is shipped and the order tevisadded to the financial revenue database. In our
example, revenue is not counted until the order is shipped.

Operational Bl imposes new requirements on ETL that arecdlffto meet using today’s conventional
approach. We describe three challenges.

End-to-end operational views of the enterprisi the conventional Bl architecture, the data warehouse
provides an historical view of the enterprise; e.g., it canubed to provide reports on weekly sales, the top
selling items, seasonal trends or to build customer sedgtientmodels. The architecture may even incorporate
an operational data store to provide a near-real time vietaoisactional data in the OLTP databases. Still,
it does not provide the integrated, near real-time view eféhtire (end-to-end) enterprise needed by the new
breed of operational Bl applications. For example, suppesavant to make special offers to particular cus-
tomers based on their purchasing history, recent browsitigres, today’s revenue, and current inventory. This
operation requires data from the OLTP databases (curreentory, customer’s recent browsing actions), the
data warehouse (customer segment, purchasing histony)indtight data (today’s revenue, including orders
that haven't yet shipped) that may be in staging areas onaystathe data warehouse. Such enterprise views
are very complicated to design, implement, and maintaid,camrent Bl tools provide little support for them.

Design by objectiveThe focus for ETL so far has been on correct functionalitgt adequate performance,
i.e., the functional mappings from data sources to warehousst be correct and their execution must complete
within a certain time window. However, a focus on just fuanality and performance misses other important
business objectives (e.g., recoverability, maintaingbiteliability) that, while harder to quantify, are neede
for a successful ETL deployment. This is especially truedjperational Bl where there may be a wide range
of competing objectives. Fraud detection may require a tiggiree of provenance for certain parts of the ETL
flow. High reliability may be needed for parts of the flow reldto revenue, e.g., the loss of click-stream data is
acceptable whereas the loss of payment is not. Consequehtly is needed is a more general approach where
the ETL design is driven by objectives and can be optimizetsickering their tradeoffs.

Design evolution A typical ETL engagement consumes many months startinig bxisiness requirements
and design objectives, infrastructure surveys, concéptublogical design, and culminating in a physical design
and implementation. In an ideal world, the requirementsenehange. In the real world and especially in
operational BI, requirements change rapidly as the busieeslves and grows. For example, assume the order-
to-revenue process was implemented with an expected jafenthe (external) payment approval process, but
months later the credit agency doubles the latency. This®fthe entire downstream ETL pipeline and perhaps
substantial redesign to maintain service level objectivemethodology that requires many additional months
to adapt to such a change would not be useful in operational Bl

In [4], we describe a layered methodology that proceeds atessive, stepwise refinements from high-
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level business requirements, through several levels oérooncrete specifications, down to execution models
(Figure 1(b)). At each level of design, different qualit{€®X objectives) are introduced or refined from higher

levels [5]. This layered approach presents opportunitbeoX-driven optimization at each successive level.

By connecting the designs and objectives at successivks lefreefinement we are better able to track objectives
and rapidly generate new designs as the business evolves.

An important feature of our design methodology is the useusiriess process models for the conceptual
(high level) design. This has several advantages. It pesvadunified formalism for modeling both production
(operational) processes such as Order-to-Revenue as sviileagprocesses that populate the data warehouse
and intermediate enterprise states. It enables ETL desagting from a business view that hides the low-
level implementation details and therefore facilitates gpecification of SLAs (Service Level Agreements) and
metrics by business analysts.

In brief, our approach leverages business process modesalole operational business intelligence. It
captures end-to-end views of enterprise data and assed¢iem with high-level design objectives, which are
used to optimize the ETL processes and implementation.elifdffowing sections, we elaborate on these ideas.

2 QoX-driven integrated business views

This section discusses our approach to obtain an integrateldto-end view of the enterprise at the conceptual
level and, from that, how to get a logical ETL design. Thedanta data warehouse define the business objects
and events of interest for decision-making. The data seuiaethese facts are objects in the OLTP databases
manipulated by operational business processes, e.g.kOhedDelivery. ETL flows define the mappings be-
tween the source objects and the facts in the warehouse. udoviEET L tools today do not support the modeling
of these mappings at the conceptual level (i.e., in termsusiness objects). Rather, they support only logical
ETL design at the level of objects such as tables, indexes, filommunication links. We believe that modeling
ETL at a conceptual level can benefit operational Bl in a nurobaays. First, it enables users of the warehouse
to see the provenance of the warehouse data in businesstteyngnderstand. Second, it provides an up-to-
date view of the enterprise by exposing the intermediate stidhe ETL pipeline, the data under transformation
before it is loaded to the warehouse. This intermediate e¢i®ates new opportunities for real-time operational
applications in that it can be used at any time for operatideeision-making, avoiding a wait for the warehouse
to be refreshed. Third, this conceptual model can be useérigetthe logical model for ETL.

Our approach is to use BPMNor the conceptual model. Since BPMN can also be used to nopeehtional
business processes, this provides a common formalism telrttoelcomplete information supply chain for the
enterprise. For each fact (and dimension, view, etc.) olijethe warehouse, there is a corresponding BPMN
business fact proceghat shows how that object is created out of the operationsinkess processes. Probes
inserted in the operational business process are useddarsessages to all fact processes that need data from
that point in the process. But, there are three challengésusing BPMN.

The first challenge is that to derive the logical ETL flow, wed& way to map fragments of a BPMN fact
process to the corresponding logical ETL operators. To do te employ three techniques: (1) an expression
language to specify method invocation in the nodes of a faxgss; expressions can be easily mapped to logical
ETL operators; (2) macro expansion; e.g., Figure 2(a)ti&ies an example for the frequent ETL operation of
surrogate key generation; and (3) templates for mappingifsppatterns to ETL operations; e.g., a compare
method followed by a trueffalse branch where one branchitates the flow is recognized as an ETL filter
operator (see Figure 2(b)). These examples for macro eiqmaasd templates are discussed later. Note that a
legend for BPMN notation is provided in Figure 3.

The second challenge is that BPMN models process flow, butiE Tundamentally a data flow. So, we
need to augment our BPMN diagrams to convey the necessaxyfldat information, in particular, the input,

'Business Process Modeling Notation, http://www.bpmr.org
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Figure 2: Example (a) macro expansion for a SK operator antk(hplate for filters

output, and parameters of ETL operators. To do this, we angome BPMN fact process with input, output and
parameter schemas as follows: we assume that each BPMNgrassi#escribed by an XML schema; when a
message is received by a method, it is included as part ofdtie'siinput schema. We use the BPMN annotation
capability to annotate methods with XML schemas for othpuots, outputs and any other parameters. In going
from process flows to data flows, we also have to consider thasiaess process typically creates a new process
instance per business event or transaction, whereas anfe¢égs typically uses a single data flow to process a
batch of records. Consequently, to create a batch of obj@etstroduce a spool method that inputs a sequence
of objects and outputs a set of objects.

The third challenge derives from our ultimate goal of pradg@n optimized physical ETL implementation.
For this purpose, we must also incorporate the QoX objexiiv® the BPMN fact processes and the derived
logical ETL flows.

Example. We illustrate our ideas by presenting the BPMN diagtdon a DailyRevenudact process (see
Figure 3). This process computes the revenue for each preold per day. We assume that the business
requirements include a QoX measure for freshness. Thidfegsebow frequently the warehouse should be
updated (e.g., daily for high freshness, monthly for lowskmeess, etc.). Thus, the DailyRevenue process is
initiated once per freshness interval. Recall that revéswsunted when a product is shipped. Thus, a probe
must be added to the Delivery business process to send taedwthils to the DailyRevenue process. The spool
method separates order details into an order summary andrigituent lineitems and accumulates this data
for the freshness period. Afterward, the set of spooledténgs is forwarded to the partitioning method which
groups lineitems by date and product number. For each gitoteates an instance of the DailyRevenue process
and sends the process its lineitems.

The DailyRevenue process does the work of creating one newlfaterates through the lineitems, aggre-
gating their details. The GetKey method converts prodadtieys to surrogate keys. Note that GetKey method
is a macro expansion and the corresponding BPMN diagranoisrsim Figure 2(a). Internal orders, denoted
by a null shipping address, should not be counted as reventhey are filtered out. The template that is used to
recognize this pattern as a filter operation is shown in E@(b). When all lineitems in the group are processed,
the totals are added to the warehouse as a new fact.

Given the DailyRevenue process description along with tatioms for the data flow, the logical ETL flow,
DailyRevenueETL, can be generated using a relatively straightforwaaddiation. The details are omitted in
this paper. The logical ETL flow is depicted in Figure 4(a)rélee use the notation of an open source ETL tool
(i.e., Pentaho’s Kettle). Designing a tool-agnostic, dajETL flow language is itself an interesting challenge.

Operational Bl example. As discussed, the BPMN fact process enables new oppadewiridr real-time
decision-making without waiting for warehouse refresh. aksexample, suppose the on-line retailer wants
to include special offers in the shipping package such aduyatorebates, free shipping or discounts on new

20ur BPMN diagrams are intended for presentation and areewstssarily entirely consistent with the specifications.
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Figure 3: Example operational business processes (Ché&ck®livery) and business fact process (DailyRev-
enue, spool)

products. And suppose these offers depend on today’s ¢utadlg revenue. The current day’s revenue is not
available in the warehouse so the special offers processancsss the intermediate state of the enterprise.

To accomplish this, we need to link the RetrieveAndPack oekth the Delivery process to a new process,
Shippinglnserts (Figure 4(b)). This new process returngteos offers to include in the shipping package
according to the business rules. In our example, we assuratereare offered for orders that had an exceptional
delay and free shipping is provided for orders that exceacetihe average order amount. We need to adjust
the freshness interval to ensure that the DailyRevenuedatad hourly (or possibly more frequently) so that
the running totals can be tracked. Note this requires atshigidification of the DailyRevenue fact process (not
shown) to maintain a running total, i.e., it should procesdtiple groups from the spooler and only update the
warehouse once in each refresh cycle.

3 QoX-driven optimization

After having captured the business requirements and peotlaie appropriate logical ETL design, the next step
involves the optimization of the ETL design based on the Qafrits. The challenges in doing this include

the definition of cost models for evaluating the QoX metraefinition of the design space, and algorithms for
searching the design space to produce the optimal desigfb],Iwe showed how tradeoffs among the QoX

objectives can lead to very different designs. Here, we sarz@ some of the optimization techniques and
tradeoffs.
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Figure 4: (a) Logical ETL flow and (b) Real-time offers

Optimizing forperformancgi.e., improving the execution time of an ETL flow) typicakxploits algebraic
rewriting (e.g., postponing the getKey method for revKetiluafter the aggregation to decrease the amount
of data) or flow restructuring (e.g., partitioning the flow fmarallelization). The optimizer must select among
many choices for rewriting and restructuring the flow (ehgw and where to partition). An ETL workflow may
fail due to operational or system errors. Designingrémoverabilitytypically involves the addition of recovery
points at several places in the workflow from which the ETLgass resumes after a failure and continues
its operation. However, 1/O costs are incurred for maintgjrrecovery points, and hence there are tradeoffs
between recoverability and performance. The optimizertrdaeside on the number and placement of recovery
points. Sometimes, we cannot afford to use recovery pastiyr example when high freshness is required. In
such cases, it might be best to designfault-tolerancethrough the use of redundancy (i.e., replication, fail-
over, diversity). There are many challenges such as detergnivhich parts of the workflow to replicate and
achieving a balance between the use of recovery points auothdancy.Freshnesss a critical requirement for
operational Bl, and designing for freshness is an imporaed of research [6, 7]. Alternative techniques here
include the use of partitioned parallelism, the avoidarfdelacking operations and recovery points, streaming
implementations of transformation operators such as j@ng., [8]) or the loading phase (e.g., [9]). Also,
scheduling of the ETL flows and execution order of transfdiroms becomes crucial [10].

Optimizing for each of the QoX metrics is a challenge by ftbel
cause of the large design space. However, the main chalietgeon- st

— —RP++

sider these implementation alternatives together in otaleptimize N RP+
against a combination of QoX objectives specified by thertessi re- 0 >« = e
quirements. Figure 5 illustrates some of the tradeoffs timdping for N\ Ny % MR

freshness, performance, recoverability, and fault-toiee for a spe-
cific flow [5]. The solid blue line represents the baselindqrenance 1w -
of the original flow. For improving freshness (i.e., redygcthe latency
of an update at the target site - y axis), we need to increasaum-
ber of loads (x axis). In doing so, the best performance, (oavest Floads
latency) may be achieved with parallelization (black dibtiae). Us- Fi 5 £ le desi ;
ing recovery points hurts freshness more or less dependinghether Igure . - Example design space for
we use a high (green line with larger dashes) or a low (reduirtle QoX metrics [5]

smaller dashes) number of recovery points, respectivdig. alternative of using triple modular redundancy (red
line with larger dashes) for fault-tolerance achieves lgghe same level of freshness as the original design.
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4  Summary

We described a layered methodology for designing ETL pse®s operational Business Intelligence systems.
A key feature of this methodology is the use of a unified forsmalfor modeling the operational business pro-
cesses of the enterprise as well as the processes for gegehst end-to-end information views (e.g., business
facts) required by operational decision-making. The madagy starts with a conceptual specification from
which the logical definition and physical implementatioe aystematically derived. Included in the conceptual
model is the specification of QoX objectives, which drive diesign and optimization at the logical and physical
levels.

Our ongoing research addresses the following problem€dhreptual modeling formalism: We have illus-
trated our approach using BPMN. However, as we discussellNBR not especially well suited to expressing
the data flow mappings for constructing information viewssdithe modeling formalism must support annota-
tion of the process and data flows with quality objectives.L@ical modeling formalism: This must include
the typical operators required by the mappings, but mustgoestic to any specific implementation engine,
and it must enable QoX-driven optimization. (3) Automatgridation of the logical model from the conceptual
model. (4) QoX-driven optimization: This includes a costdabfor expressing the QoX metrics, and algo-
rithms for optimizing against these metrics. (5) Techngtar validating the design against the business level
specifications. (6) Technigues for evolving the design ainass level requirements change.
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Abstract

A data-intensive workflow is a process that is faced with gdavolume or highly variable forms of
information. The increasing digitization of office processthe use of workflows to integrate publicly
available data sources, and the application of workflow tetbgy to scientific problem solving have led
to an increased interest in the design and deployment ofidéeasive workflows. This paper discusses
the notion of data-intensive workflows and outlines the icagibns of increasing data volumes and
variances for the design of process-aware applications.

1 Introduction

Process-oriented Information Systems have been devefopedore than 30 years [6]. Their development is
based on a behavioral view of the enterprise as a system.viwsdefines an organization as an information
processing entity that transforms inputs into outputs ating to a set of procedural rules. These procedural
rules can be observed, (re-)defined, and managed. Thisgsrpegspective on the organization is not a new
concept. In management science its roots can be traced d#wok ¢arly 1930s in Europe [8] and the late 1950s
in the United States [7]. The restructuring of organizagialong their core processes has demonstrated benefits
in particular among functionally fragmented organizasitiat were striving to offset the side-effects of worker
specialization and functionally-oriented departmentse €fficiency benefits of process-driven application de-
sign have made workflow systems a readily available appicah many organizations, to the extent that many
middleware systems and packaged applications containflwarkechnology.

In contrast to this focus on organizational behavior, theetgment of functional Information Systems has
traditionally been dominated by data management concBeginning with accounting and record-keeping sys-
tems, the need to make large data sets accessible and mialeagesled to significant innovation in areas such
as database technologies, query languages, and latelsein@ntic markup of information using technologies
such aRDF andOWL The increasing maturity of data access standards suRB3&sndSOAR combined with
authentication technologies for distributed environreéstmaking significant data sets easily accessible. In the
United States new data sharing initiatives suctiaa.goy usaspending.go&ndrecovery.gowynake government
information publicly available using standardized acaasshanisms and data formats.

Copyright 2009 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikfor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbtl from the IEEE.
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The physical distribution of audio and video materials otiagh or magnetic media is continually dimin-
ishing in favor of digital downloads. The increasing awvailigy of digital information poses questions for the
design of workflow applications, which are traditionallyskd on the notion of a well-defined and limited set of
information that has to be routed between process pantitipae they people, applications, or services. What
does it mean for a workflow to b#ata-intensive

2 Classes of Workflow Data

To answer this question we need to consider the types of Hatastirround a typical workflow application.
An established classification for data handled in the caraéworkflow applications has been defined by the
Workflow Management Coalition Glossary [1]:

Content Data (sometimes referred to application datd relates to the (user-defined) payload of a workflow
instance. This data is either supplied to the workflow mamegd system by the initiator of the workflow
when the workflow instance is created (i.e., the initial Ipagl), or it is created by individual activities
throughout the life of the workflow instance. Content datdsnmost general form has no bearing on the
execution path of a workflow instance. A typical example widoé the line item description of an order
or the content of a photograph submitted as evidence in amanse claim.

Workflow Data refers to those data objects that are produced by the worldi@gution environment itself
during the enactment of the workflow instance. This classabé delates to technical information, such
as audit trail information that documents the instantigtiavocation and completion of activity instances
[2], user log-on and log-off information, or recovery datatta workflow server might generate in order to
be able to recover after a failure situation. While this infation is generally not considered for decision-
making at the instance level, it can be used for applicatiuth as server health checks, load balancing,
and - combined with content data - process analytics.

Workflow-relevant Data relates to those data objects that can affect the routirig &dg workflow application,
both in terms of control flow decisions (such as which outgasequence flow of a data-based XOR
gateway to activate), as well as in terms of task assignment\Which performer a particular work item
should be offered to). If the decision logic of a workflow apation is based on few stable attributes
it is often encoded in the process model itself. If the decidbgic requires the evaluation of multiple
attributes, rules, or changes frequently it is increasgimgtated in a separate rules management system.
Workflow-relevant data may be part of the externally gemetgayload (such as the status of a customer)
or it can be generated by the workflow application during tkexation of the workflow instance itself. A
typical example is information about the starting user ef workflow instance. This data is not known
until the workflow instance has been created, but in manysdasebeing used to assign activities to the
initiator of the workflow instance.

In many cases a workflow application plays the role of a memtiatystem that enables disparate systems or
services to interact. If in the process of mediation the dateerated by the source system or service is trans-
formed so that it can be read by the destination system oicsetlve management of provenance information
plays an important role, and the traceability of transfdioms may become a requirement. In this sense, the
workflow application may become an author of data that wothémvise be classified as application data. The
boundary between data that is exposed to the workflow apiplicéor routing decisions, and pure application
data is increasingly blurry, so that the main distinctiothiis taxonomy is between data that is generated by the
workflow application and data that is consumed by the workégpylication.
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3 Data Volume versus Content Variance

The data surrounding different workflow applications varmth in terms of’olumeand variance A data-
intensive workflow application can be defined as a processied information system that is designed to
process data in large volumes and/or data with highly viaiebaracteristics.

Data Volume Content Variance

Item

Low Volume

High Volume

Low Variance

High Variance

Workflow Data

The workflow application
generates a small
amount of audit data (low
fidelity)

The workflow application
generates a large amount
of audit data (high fidelity)

The structure of the
workflow audit trail is
similar from one workflow
instance to the next

The structure of the
workflow audit trail can
vary widely between
instances

Workflow-relevant Data

The control flow of a
workflow instance is
determined based on a
limited set of data

The control flow of a
workflow instance is
determined based on a
large set of data

The control flow of a
workflow instance is
determined based on
predictable datatypes

The control flow of a
workflow instance is
determined based on
varying data types

Content Data

Each workflow instance
processes a small
amount of data

Each workflow instance
processes a large amount
of data

The data types are stable
from one workflow instance
to the next

The data types can vary
widely between workflow
instances

Performer Data

Few performers
participate in the
execution of a workflow
instance

Many performers
participate in the execution
of a workflow instance

The set of performers is
stable between workflow
instances

The set of performers can
vary widely between
workflow instances

Context Data

The execution of the
workflow is relatively
independent of context

The execution of the
workflow is highly
dependent on context

Workflow instances are
executed under similar
circumstances

Workflow instances are
executed under highly
varied circumstances

information information

Figure 1: Data Volume versus Content Variance

Large data volumes can relate to the type of data that as sl the number of data objects that are routed
by the workflow engine to different processing stations. rapies for large data types are applications that
process large images or movie files, such as digital scansrfredical devices, satellite imagery, or applications
that post-process video streams. Even though each workfistarnice may only transport a limited number of
these objects, the size of each object can be itviBdo GBrange. If the workflow application moves these ob-
jects across a network the requirements for network throuigincrease with the number of concurrent workflow
instances. If no mediation is required, the workflow appitccamay refer to these objects using URIs without
moving them physically. However, if the workflow applicatibas to mediate data formats (e.g. encoding of
materials for different end user devices) it may be necgdsagphysically transport large data volumes. Exam-
ples for a large number of data objects are high-volume waskfpplications such as trading systems, traffic
monitoring applications, or telephony applications. Etlesugh the size of each data object is very limited, the
number and frequency of these objects, combined with reménts for low latency information flow puts an
emphasis on the data processing capacities of a workflovicagiphs.

Content variance relates to the rate with which the streatficontent data changes. A workflow application
can be regarded as data-intensive if it has to operate imarmoement where the payload varies highly between
workflow instances. A typical example are intelligence aglons where a large variety of information sources
are routed to analysts based on content correlation andotttext in which they were gathered. An analyst
may be presented with textual, visual, and auditory infdroma and the composition of data in each workflow
instance may differ widely. Workflow applications with a higegree of content variance tend to favor the use
of case-management techniques, where an individual acfmovided with the total set of information related
to the workflow instance, but is given some leeway to decideafipropriate course of action.
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4 Participant Volume versus Participant Variance

A different aspect of data-intensive workflow applicatiamthe number and variation of workflow participants.
Some workflow applications are enacted in stable enviromsn@ith a defined number of humans, systems, or
services that participate in the execution of each workflestance. Other workflow applications may allow
an unforeseen number of participants to interact with itrifilow for the crowd). And yet other workflow
applications may interact with a defined number of participabut the capabilities of these participants may
vary with each workflow instance.

An example of high participation volume is a process wherempiex problem is broken into smaller units
which are assigned to individual agents to solve. Amazan'smechanical turk service is an example of such
a crowdsourcingapplication. In this example a large task (such as the asabjs large number of images) is
broken into small, identical subtasks that are assigneatigidual actors. The number of actors in the system is
not know ahead of time and can be influenced through the usielding mechanisms and the creation of task-
dependent incentives. If a workflow is performed by a largeiner of casual users the design of user interfaces
has to consider in particular how an untrained user can fb&rmask at hand, whereas a workflow task that is
regularly performed by a select group of specialists caraib@red to the specific abilities of the specialist, with
less regard to common accessibility.

An example of high participation variability is the militaprocess of Close Air Support. This process
describes how ground troops may request the assistancebofree assets in the fulfillment of their mission
[3]. An instance of this process may involve fixed wing or rgtaving aircraft, which may have different
operating capabilities and communication devices. Intamyithese assets may be prepared to assist (pre-
planned scenario) or may be diverted from another missidrh¢e scenario). Despite these differences, the
overall structure of the Joint Close Air Support processaiesithe same, but its execution needs to be tailored
to the specific communication capabilities and requiremehthe participating actors. The military has solved
this issue by standardizing the content of the messagesegel between process participants, rather than
standardizing the medium through which these messagesrem@gnicated.

5 Context Information

Workflows may be instantiated in different environmentsedd environments may affect the reliability of the
services or actors that the workflow enactment service dipapon. Taking the aforementioned Joint Close
Air Support example, this process can be invoked in a dayinvronment with clear visibility, reliable com-
munication links between participants, and a technicabsifucture that allows the exchange and confirmation
of broadband information such as video streams recordedrbrafis. In another setting the process can be
invoked at night, in a mountainous terrain, where image ggsitig equipment is unavailable, communication
bandwidth is limited, and the accuracy of information is imigss certain.

If a workflow is executed in the same or similar context itsigieend development can be performed in a
closed environment, and it can be optimized to perform utitese anticipated circumstances. This is typically
the case when the enactment environment is entirely un@ecdhtrol of the organization that performs the
workflow, as are back-office processes and certain traosattprocesses where the provider can dictate data
formats and interaction patterns to the requester, e.granse claim scenarios.

In cases where a workflow is executed under different circantes, and where these circumstances have a
direct impact on the routing, decision logic, or performaon€individual tasks, the workflow designer has fewer
options to optimize the performance of the process a piiothese cases the workflow design needs to provide
event handling capabilities to react to changes in the enment and mechanisms that allow for the flexible
routing, performance, and assignment of tasks (see €]g., [9
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6 The Role of Semantics

The formal representation of the data context of workflowligpfions in a semantic format such BOF-Sor
OWL.can be beneficial in case of high content and/or contexthitia The semantic annotation of content and
context information allows for the following:

If a process modeling grammar such as BPMN is encoded in agemaarkup format, then a process model
can be automatically compared to the grammar in order tdifgjamodeling mistakes. Since the presence of
modeling mistakes has been documented even in commert@aémee models [5], such an evaluation would
assist workflow developers in minimizing the risk of failednkflow instantiations and executions.

If a process model is encoded in semantic markup format, ghprocess instance can be evaluated for
compliance against the process model. This might be udeh#g iprocess instance is not derived directly from
the model (as is the case in many production-type workfloviesys), but is rather a dynamically evolving
execution path that is constrained by a declarative praoeskeling formalism, such as GPSG [4].

If the payload of a process is described in a semantic maumpdt, then the process designer may be able
to specify the process logic by referencing the semantsses of information that the workflow is designed to
process, rather than the actual data format that needs tgbstéd and transformed. This would allow for a
separation of the processing concerns (what the workflovesggded to achieve) from the execution concerns
(how the transformation has to take place).

If the audit trail information of the process is describeaisemantic markup format, the designers and users
of process analytics may be able to evaluate workflow ingaititat did not process the same data formats, yet
were enacted on information with similar semantics.

The use of semantic markups and ontologies for the desigrooeps-aware information systems has seen
an increased interest recently, as demonstrated e.qg. IBttHanded IP-SUPER projecivyvw.ip-super.oryand
remains a promising area of research to allow for workflowliapfions that can perform well in heterogeneous
data environments.

Data Volume Content Variance

Item

Low Volume

High Volume

Low Variance

High Variance

Workflow Data

Little processing and
storage requirements for
analytics information,
however: limited insight

Increasing processing and
storage requirements for
analytics information,
however: rich insight

Allows for the design of
stable analytics views and
reporting components

Requires adaptive
transformation logic to feed
analytics information, views
must be configurable

Workflow-relevant Data

Control-flow rules may
be specified as part of
the process model

Control-flow rules should
be handled by separate
rules logic

Process debugging and
automated decision
making are possible

Manual decision making
may be required if data
types cannot be
anticipated

Content Data

Lightweight, fast
workflow applications

Increasing demands for
storage and network
bandwidth

Predictable data formats
can be used to optimize
data flow

Variable data formats may
lead to case-management-
based workflow solutions

Performer Data

Organization structures
can be designed based
on process logic

Workflow organization
model may have to reflect
real-world organization

User interface screens can
be tailored to the specific
abilities of performers

User interface screens
have to be easy to learn by
new performers

Context Data

Testing, simulation and
deployment of the
workflow application can
be performed in a closed
environment

Event-processing
capabilities are required to
react to context data
changes

Workflow design can be
optimized to a particular
execution scenario

Workflow design and
execution capabilities need
to be flexible to
accommodate context
changes

Figure 2: Implications of Data Volume and Content Variance
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Implications for Workflow Application Designers

Data volume and content variance can have a significant ingrathe design of workflow applications. Work-
flow designers should be aware how big and how stable thegliffeclasses of data are that their application
interacts with. While the volume of data typically affectstwork throughput and storage requirements, the
variability of content information has a more pronouncegact on design decisions. We have provided a clas-
sification schema for the different classes of data typicaticountered in the context of workflow applications,
and discussed the implications of changes in data volume@ment variance. Data-intensive workflows can be
encountered in many different disciplines, but their mamagnt may be simplified by a common set of design
principles based on the characteristics of data that makesarkflow data-intensive.

References

[1]

D. Hollingsworth: The Workflow Reference Model. Docuniédumber TC001003, Workflow Manage-
ment Coalition, Winchester, UK, 1995.

[2] Workflow Management Coalition: Business Process AmedyEFormat - Draft Specification. Document

[3]

[4]

[5]

[6]

[7]

[8]
[9]

Number TC-1015, Version 1.0, 2009, Cohasset, MA.

U.S. Department of Dense: Joint Tactics, Techniqued,Rmocedures for Close Air Support (CAS). Joint
Publication 3-09.3, 2 September 2005. Washington, DC, 2005

N. S. Glance, D. G. Pagani, and R. Pareschi, GeneralimeckBs Structure Grammars (GPSG) for flexible
representations of work, Boston (MA), 1996, ACM, pp. 18®18

J. Mendling, Metrics for Process Models: Empirical Fdations of Verification, Error Prediction, and
Guidelines for Correctness, Springer, Berlin et al. 2008.

M. Zisman, Representation, Specification, and Autooratf Office Procedures, University of Pennsylva-
nia, Philadelphia (PA), 1977.

E. D. Chapple, and L. R. Sayles, The Measure of Managenmagigning Organizations for Human Ef-
fectiveness, Macmillan, New York (NY), 1961.

F. Nordsieck, Grundlagen der Organisationslehre, ®deschel Verlag, Stuttgart, 1934.

P. Dadam, M. Reichert et al., Towards truly flexible andgtil’e process-aware information systems, Proc.
UNISCON, 2008, pp. 72-83.

49



Integrating Data for Business Process Management

Hong-Linh Truong and Schahram Dustdar
Distributed Systems Group, Vienna University of Technglog
Email:{truong,dustdgr@infosys.tuwien.ac.at

Abstract

To be able to utilize Web-scale resources for business pseseand to adapt these processes to the
dynamic change of environments, business process managsuites/systems (BPMS) must be able to
gather, integrate and manage various types of data in tleeyitle of business processes. We discuss the
issue of integrating data for business process manageriémprovide an overview on the current state
of how data is integrated into business process managenmeinttgommend new directions.

1 Introduction

For an organization, its business processes are the keysadtess. Therefore, it is of paramount importance
for the organization to have a powerful business procesagament (BPM) approach that enables it to rapidly
create new, capable business processes and to improve apidexdsting business processes to the changing
environment in which the processes are executed. The teRiV*Bs used loosely here and we mean that BPM
includes all activities that help the organization to aehisuch capable and adaptable business processes. Over
the last a few years, we have observed that, instead of gebyity on a single organization’s resources (software
services and humans) to perform process activities, bssipeocesses in an organization have increasingly
relied on Web-scale resources by utilizing and assemblinlgipte-organizational or individual resources. This
paradigm shift has been supported by emerging technolagieb as the SOA and Software-as-a-Service (SaaS)
model and the integration of humans into business procéesgs BPEL4People/WS-HumanTaskTogether
with more complex business requirements, this paradigrt stéikes business processes more complex and
difficult to manage and understand. This change has a prdfioapact on technologies used in BPM, affecting
all phases of the lifecycle of business processes, indupiincess design, modeling, execution, monitoring, and
optimization.

To be able to utilize the Web-scale resources for businessepses and to adapt these processes to the
dynamic change of environments, BPM suites/systems (BRWL&} be able to gather, integrate, and manage
various types of data in order to efficiently manage procesieneans that many types of data should be inte-
grated and associated through the lifecycle of businesepses. To date, those types of data that characterize
the main five themes, named process strategy, processeatand, process ownership, process measurement,
and process improvement [11], of a business process armiraus, complex and difficult to collect and man-
age. In particular, by utilizing SaaS and user-generatedcss and by allowing mass customization, BPMS

Copyright 2009 IEEE. Personal use of this material is peteoit However, permission to reprint/republish this makfor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must beinbd from the IEEE.
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should be able to closely interact with SOC management fraories and utilize data provided by these frame-
works. However, it is very challenging to integrate BPMS &@C management frameworks together. This
paper examines which types of data are needed, why they aatent, and how they are currently integrated
and utilized for business processes (Section 2). We alsgestigp develop a unified model and techniques for

linking and managing integrated data for BPM during the @t#oh of business processes (Section 3).

2 Data Associated with Business Processes

In order to examine types of data that should be integrateBFd/, let us consider data required in the lifecycle
of a business process that has been studied in literatuiée Zgrovides further description of these types.

Type

Phases

Description

Example

Strategy

Design,
Modeling

including data about business strategy 4
IT strategy, expected SLA and KPlIs for th
process

rithy 2010, more than 50% activities shou

ebe performed by third-party Web services
“utilize only shipping services offering th
shipping time less than 3 days”

Capability

All

including capabilities associated with
service, a human or a human’s offerings,
well as concerns describing when and h
the service or human can be used.

d'providing company credits”, “the averad
aesponse time to credit requests is 2 day
D\ta service provided by a media freelang

in Vienna”, “an expert in BPEL design”

Contract

All

including software service contracts, co
tracts for business artifacts/data, busin
compliance rules

n=pay-per-use with service credit”, “the la
eenforcement is the European court”, “th
data is free, but owned by the provider”

Patterns and
processes

All

including common patterns, discovers
process models and patterns, existing p
cesses relevant to the process.

cddelegation pattern”, “one-to-many servig
rénteraction pattern”, “3 similar processes

the repository”

e
in

Business
rules

Execution

including rules specifying business co
straints and compliance policies used to ¢
ecute the process

n~a failed service is replaced by only similg
exservices inside Europe”, “when the ord

process delays 2 days, send a notificatig

wr
er
n”

Performance

2 Monitoring,
Optimiza-
tion, Design

including IT performance and busine
performance metrics. Furthermore, hist
ical performance and monitoring data f
offline optimization and refinement, Qo

sSthe availability in the last 10 days is 70%
oritoday’s number of failures is 3", “the av
plerage response time in the last 100 callg
S4 days” , “the number of successful corn

5 S
n-

metrics of services and humans

pleted activities in the last 10 days is 707

Table 2: Types of possible data relevant to a business @oces

Through the lifecycle of a business process, various typemta are needed for different purposes. All
these types of information are important for deciding tlelitégues used in, for example, structure and behavior
design, runtime execution and monitoring, and off-line amatime optimization. Our first observation is that
a majority of BPMS support only certain types of data as$ediavith capability and performance. They allow
the user to design services and humans in business procasdesonitor and optimize the processes, e.g., [8].
Our second observation is that there is a track record omaddaprocess patterns and model analysis, such as
[16, 1, 15]. Furthermore, many performance data is coltectach as [17]. However, many tools and BPMS
cover only a small part of these types of data. There is a laflameworks and techniques to support BPMS
to harness multi-organizational and individual resourfcedusiness processes. We believe that the following
points should be addressed in BPMS:

e integrating and managing data about resources capahilitya@ailability in the Web-scale

e ensuring contract compliance for business processesstioigsof services and humans in the Web-scale
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e managing and integrating reusable patterns and processgperformance data

In our view, integrating these types of data into and pragdihem as an internal feature of BPMS are
extremely important as they help to solve challenges rdogdtie gap between the business level and IT level as
well as to adapt business processes to changing enviroamarihe following, we discuss these main points.

2.1 Integrating Capability and Availability Data in the Web -scale

Two main types of resources for a business process are sefssavices and humans. Data describing the capa-
bility and availability of services and humans is critical &ll phases of a business process. It can substantially
improve the design and adaptation of business processegx&ample, the design of a business process could
start from scratch if we are not aware of existing resourbas ¢an be assembled. Capability data is virtually
required in all lifecycle phases, but most BPMS use the datyattata only for the design phase, some for the
optimization phase at runtime. While data about few sesvened humans might be enough for the design (to
prove that the functionality is working), rich data aboutviges and humans would increase the possibility to
analyze what-if scenarios in the process modeling and tptgulacesses to situations at runtime. Unfortunately,
managing Web-scale resources for business processdtas ati early stage. Most BPMS just assume that the
designer knows where the resources are. But this assunigtiand, if not impossible, to be hold when business
processes are relied on Web-scale resources.

BPMS used by an organization face many challenges wherratieg resources outside the organization, in
particular, commodity software services provided as Sa@Shamans acting as external services. Many BPMS
have already supported the design and execution of bugimesesses whose activities are performed by ser-
vices, in particular, Web services, but do not offer mecérasito search and find relevant services. Furthermore,
this search will not be limited to functional aspect of seed (e.g., account management or payment) but also
other concerns, such as licensing, location, and trusth Y¥#pect to the role of humans in business processes,
humans can be actors who design the process as well as whopedtivities in the process. In the first aspect,
managing a person’s capabilities, skill and team as welligkdr participation in the business process design
could potentially help to improve the design of businescesses by quickly locating the right person for the
right task. This aspect requires BPMS to be integrated waitiies and team networks which is lacking in most
BPMS. In the second aspect, some techniques, such as BP&hléPeave enabled the integration of humans in
the Web as a part of business processes. They are, howenepreenature. For example, they allow to specify
human and software activities but neglect the discoveryuaidn resources. In most cases, the user has to enter
the information about human services. Harnessing massgjeserated services as one way of outsourcing, e.g.,
empowered by freelancers, is currently not in the focus d¥iBPTo overcome these problems, it is necessary to
integrate BPMS with service discovery and registry cajigsl and social networks of humans. From the man-
agement point of view, solutions based on cloud computingh @s Platform-as-a-Service (PaaS) for BPMS,
could also address these issues. PaaS providers coulddomsdde for managing resource capabilities, while
an organization just focuses on utilizing these resouregg, (the Boomi platforffor software services).

2.2 Integrating Service- and Data-Related Contract Concers

The design and execution of business processes have t@ehatresources used and artifacts manipulated and
produced will comply to certain contracts. Currently, thralgation of contract concerns associated services and
artifacts in business processes is focused only on a snralbeuof concerns, notably service-related QoS/SLA
metrics, e.g., [5], and mostly at the design time. Howeespurces and artifacts are bound to many other con-
cerns, such as quality of data, intellectual property ggtaw enforcement, data distribution, data disposition,
to name just a few. These concerns are typically associaitbdDaaS (data-as-a-service), such as Strikélron

Zywwy. booni . com
%http://www. strikeiron.conistrikeironservices. aspx
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and Amazon Web servickswhich are utilized by organizations to retrieve and starsitiess artifacts. These
concerns are important for both service and data aspectglieme in business processes.

With current composition and data mapping techniques, BRNS/ the designer to functionally compose
data sources and services in an easy manner. However, igaeldacks a mechanism to validate whether these
data sources and services being complied with the abovéiened expected concerns. Partially, it is due to
the fact that services and data are not well described, batthis research topic is not in the focus of existing
BPMS. To overcome these issues, we should enrich curreniSRéSmetrics and techniques with quality of
data, service and data licensing, and data governancecmefiirthermore, compliance evaluation techniques
for these concerns should be integrated into all phases bf.BP

2.3 Integrating Reusable Patterns and Processes, and Pemfioance Data

Several research approaches have been carried out forstamiting processes and patterns. But this kind of
data is not well integrated into existing BPMS, if we considlew BPMS can utilize these data to recommend
the process design, modeling and optimization in a (sertajaatic manner. Furthermore, currently BPMS lack
a connection to existing business processes that mightusede This is not only due to a small handful of
research efforts on mining process repositories [7] but dige to the lack of shared process repositérid®
support the (automatic) search and reuse of patterns agdgzaonodels, it is expected to have a service-based
repository for sharing business processes, either in tHe-d4ale or the individual organization level. Existing
work has demonstrated the usefulness of documented besitpg detected patterns, and mining results, such
as patterns used for design and modeling [6] and miningtsessed for recommending processes [10]. When
we are able to manage reusable patterns and processedigbemibrks can be combined with other techniques,
such as similarity analysis of processes [2], to providegréu mechanisms to the design of new processes.

With respect to performance data, currently most BPMS supmmdy a few metrics of IT performance, such
as failure, availability, and response time, collectedrfrime monitoring of the execution of processes. Some
support the optimization of the process at runtime basedeset performance metrics. However, historical
performance metrics are not well integrated into BPMS fqpsuting the design, modeling, and runtime adap-
tation. To date, many performance analysis works have baes lout we lack a standard way to link and manage
performance data throughout the lifecycle of businessga®es. We should consider mining, process analysis,
and performance analysis results to be associated wittrelift levels of abstraction of business processes, such
as individual activities and workflow regions, to providerdfied view on the performance in order to support
the process refinement and optimization at different levaladdition, as the business performance is measured
through KPIs, it is interesting to establish the correlatimetween IT performance and business performance
metrics; this is not well researched and understood. THenmeance data is also strongly linked to patterns and
process models, and process repositories, and thus thelddl®managed and provided together.

3 Unified Data Management for BPM

Given a requirement, a business process is designed, rodsiecuted, monitored and optimized. Although
various types of data related to the process alone mightdneded by different tools, the current situation is
that we lack a mechanism to link all kinds of data inherentlyhie lifecycle of business processes. From our
analysis of integrating data for BPM, we propose two maimfgofor a unified data management system that
should be integrated into BPMS:

¢ a unified, scalable and flexible model for integrating diedyges of data required by BPM.

*http://aws. amazon. conl
SFor example, the Process Wiltit(t p: / / wi ki . pr ocess. i 0) is a place where we can find a few business processes, while in
the myExperimentht t p: / / www. nmyexper i ment . or g) hundreds of scientific workflows are shared.
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e techniques for managing the integrated data for businexepses during their evolution.

Stimulated by our work in Web services evolution managerii8jt we devise a conceptual model of integrated
data for BPM in Figure 1. In this model, we have different tyd data, described under different specifica-
tions and linked through a meta-model. The instance datan&lg to each type will be linked as an external
source, such as modeling process description, processitixedescription, performance data, documented
best practices, detected patterns, service capabilitgtrggand human capability registry, thus allowing dif-
ferent specifications and diverse types of data to be indludéis meta-model can be built based on XML in
which a type of data is represented by a concept describentye of data, the schema location, and the source
of instance data. The collected data is then managed ovenibdy incorporating temporal aspects into the ac-
quisition, management, and retrieval of the data. Furtbegrsocial aspects, such as teams and social networks,
can be associated with particular types of data which aremstobd, analyzed, created and manipulated by a
team of people. Currently, we are focusing on integratingleling models [12], performance data and detected
patterns [14, 4], software and human service registry [&8H human-provided services [9] with a focus on
self-adaptive design, execution and optimization of S@&eda business processes.

Software/Human Service
Registry

Human/Team
Capability Registry

Performance
Data

Modeling Process
Description

Detected
Patterns and Models

Documented
Best Practices

Execution Process
Description

Figure 1: Unified model for integrating different types otalassociated with business processes

4 Conclusion

In this paper we outline the current state of integratingadat business process management (BPM). As we
have identified, since business processes increasinglyorelWeb-scale resources, such as software services
deployed under SaaS and human-provided services, thdrbend need to integrate many types of data, to
analyze and correlate these types of data, and to make theitakde in all phases of the lifecycle of business
processes, in order to support the efficient design, adaptahd self-management of business processes.
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